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Summary

This thesis is devoted to asymptotical results for ARX models in adaptive tracking. It is divided into four parts.

The first part is a short introduction on ARMAX models together with a state of the art on the main results in the literature on adaptive tracking.

The second part deals with a new concept of strong controllability for ARX models in adaptive tracking. This new notion allows us to extend the previous convergence results. We prove the almost sure convergence for both least squares and weighted least squares algorithms. We also establish a central limit theorem and a law of iterated logarithm for these two algorithms.

The third part is dedicated to ARX models that are not strongly controllable. Thanks to a persistently excited adaptive tracking control, we show that it is possible to get rid of the strong controllability assumption.

The fourth part deals with the asymptotic behaviour of the Durbin-Watson statistic for ARX models in adaptive tracking via a martingale approach.
Résumé

Cette thèse est consacrée aux résultats asymptotiques pour les modèles ARX en poursuite adaptative. Elle est constituée de quatre parties.

La première partie est une brève introduction sur les modèles ARMAX et un état de l’art des principaux résultats de la littérature en poursuite adaptative.

La seconde partie porte sur l’introduction d’un nouveau concept de contrôlabilité forte pour les modèles ARX en poursuite adaptative. Il permet de généraliser les résultats anciens. On montre la convergence presque sûre des algorithmes des moindres carrés ordinaires et pondérés. On établit également le théorème de la limite centrale ainsi que la loi du logarithme itéré pour ces deux algorithmes.

La troisième partie est dédiée aux modèles ARX qui ne sont pas fortement contrôlables. On montre que, via un contrôle de poursuite excité, il est possible de s’affranchir de l’hypothèse de forte contrôlabilité.

La quatrième partie est consacrée au comportement asymptotique de la statistique de Durbin-Watson pour les modèles ARX en poursuite adaptative via des arguments martingales.
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Chapter 1

Introduction

The multidimensional Auto Regressive models with eXogenous input (ARX) are a versatile and useful tool in many areas of applied mathematics, such as Video Segmentation [59], Financial Mathematics [29], [38], [44], [64], Population Dynamics [48], Robotics [15], Medical Physics [39], Electronics [19], Mechatronics [35], Combustion Engines [53], Internet [56] and Neurosciences [5], [49]. On the other hand, adaptive tracking plays a crucial role in a wide range of application areas such as robotics [43] and Aeronautics [65]. Due to the amplitude of application areas of the ARX models it is important for us to investigate these models in order to obtain certain useful results around the tracking trajectories and the estimation of parameters.

In this introductory chapter, the ARX models with unknown parameter are presented together with three estimation algorithms and the notion of control in adaptive tracking. At the end of this Chapter there is included a brief review of the most significant previous papers, in our opinion, with a discussion of the main results of this Thesis.
1.1 The ARX models

Of course we could start this Thesis with a definition or with some complicated discussion of an application problem. However we prefer to open it with a "trivial" example in order to introduce the ARX models which are the main topic of this work. Let's consider a boxer who is going to fight in 90 days from today. In addition, the fighter has to increase his weight from Super welterweight (69.9 kg) to Middleweight (72.6 kg). To this end, the trainer will measure his weight every day during the following three months and he will take some decisions to approximate the boxer's weight as closely as possible to the picture shown in Figure 1.1. Once the trainer has done the measurement, he can modify the rhythm of the training sessions and reduce or increase the calories that the trainee eats. It's plausible to think that there exist some dependence in the weight measured on day "n", let's say $X_n$, and the weight of the last "p" days before $(X_{n-1}, X_{n-2}, \cdots, X_{n-p})$. In addition, the decisions of the trainer related to how hard the training sessions are and the regulation of the food have some impact on the weight of each following day; i.e., once the trainer knows the weight $X_n$ of the fighter he takes some decisions that will have some effect, let's say $U_n$, on the weight of the next day: $X_{n+1}$. Moreover, we can say that the weight on day "n" not only depends on the decisions taken the day before, but it depends on the decisions of the last "q" days $(U_n, U_{n-1}, \cdots, U_{n-q+1})$. However, large values of "p" and "q" may not be a good idea, because the decisions taken on the first two days of training may not have an important effect on the weight of day 30. Then, we can use, for example $p = 3$, $q = 2$ (just for an illustration) and the following form for indicating the relationship between the decisions of the past two days and the weight of the last three days:

$$X_{n+1} = a_1X_n + a_2X_{n-1} + a_3X_{n-2} + a_4U_n + a_5U_{n-1} + \varepsilon_{n+1}.$$ (1.1.1)

The term $\varepsilon_{n+1}$ is added because of the errors committed in the measurement. Of course this is not the only way of writing the expression we are aware of,
but this is the most related one with the main topic of this Thesis. It is interesting for us to know the values of $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ and $\alpha_5$ (at least an approximation) and we would like to obtain some expression for writing $U_n$ in order to make $X_n$ has the same shape as in Figure 1.1.

The models with a form similar to the one given in equation (1.1.1) are known as ARX models, and as we said before, this kind of models are the main subject of this Thesis.

Before describing in a formal way what an ARX model is, let us introduce
the linear regression models in order to define the ARX models as a particular case of them.

In all the rest of this Thesis, we shall assume that we work in a probability space \( (\Omega, \mathcal{A}, P) \) with a filtration \( \mathcal{F} = (\mathcal{F}_n)_{n \geq 0} \), where \( \mathcal{F}_n \) is the \( \sigma \)-algebra of the events occurring up to time \( n \).

**Definition 1.1.1** : A linear regression model with parameter \( \theta \) is given by

\[
X_n = \theta^t \phi_{n-1} + \varepsilon_n
\]

(1.1.2)

where \( \phi = (\phi_n)_{n \geq 0} \) is a sequence of random vectors of dimension \( \delta \) which is adapted to \( \mathcal{F} \) which means that for all \( n \geq 0 \), \( \phi_n \) is \( \mathcal{F}_n \) measurable in addition, \( \phi_n \) is observable at time \( n \), \( \theta \) is a \( \delta \times d \) unknown matrix and \( \varepsilon = (\varepsilon_n)_{n \geq 0} \) is a \( d \)-dimensional driven noise adapted to \( \mathcal{F} \).

We can make several choices on the matrix \( \theta \) and the sequence \( \phi \); among those which are interesting for the purpose of this Thesis we have:

1. **AR models.** If we choose

\[
\theta^t = (A_1, \ldots, A_p)
\]

and

\[
\phi_{n-1}^t = (X_{n-1}, \ldots, X_{n-p}),
\]

(1.1.3)

(1.1.4)

where \( A_1, \ldots, A_p \) are square matrices of order \( d \) and for all \( n \geq 0 \), \( \phi_n \) is a vector of size \( \delta = pd \), model (1.1.2) with (1.1.3) and (1.1.4) is called an Autoregressive Model of order \( p \) and is denoted by the symbol \( AR_d(p) \). In addition the corresponding linear regressive model in its extended form is

\[
X_n = A_1 X_{n-1} + A_2 X_{n-2} + \cdots + A_p X_{n-p} + \varepsilon_n.
\]

(1.1.5)

The \( AR_d(p) \) models may be associated with the matrix valued polynomial, defined for \( z \in \mathbb{C} \) by

\[
A(z) = I_d - A_1 z - A_2 z^2 - \cdots - A_p z^p.
\]

(1.1.6)
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Then, for all $n \geq 0$

$$A(R)X_n = \varepsilon_n$$  \hspace{1cm} (1.1.7)

where $R$ stands for the shift back operator defined, for any sequence $V = (V_n)_{n \geq 0}$ by

$$R(V_n) = V_{n-1}.$$  \hspace{1cm} (1.1.8)

2. ARMA models. If we choose

$$\theta^t = (A_1, \ldots, A_p, C_1, \ldots, C_r) \quad \text{and}$$  \hspace{1cm} (1.1.9)

$$\phi_{n-1} = \left( X^{(p)}_{n-1}, \varepsilon^{(r)}_{n-1} \right) = (X_{n-1}, \ldots, X_{n-p}, \varepsilon_{n-1}, \ldots, \varepsilon_{n-r}),$$  \hspace{1cm} (1.1.10)

where $A_1, \ldots, A_p, C_1, \ldots, C_r$ are square matrices of order $d$ and for all $n \geq 0$, $\phi_n$ is a vector of size $\delta = (p+r)d$, model (1.1.2) with (1.1.9) and (1.1.10) is called an Autoregressive Moving Average Model of order $(p, r)$ and is denoted by the symbol $ARMA_d(p, r)$. In addition, the corresponding linear regression model in its extended form is

$$X_n = A_1X_{n-1} + \cdots + A_pX_{n-p} + C_1\varepsilon_{n-1} + \cdots + C_r\varepsilon_{n-r} + \varepsilon_n.$$  \hspace{1cm} (1.1.11)

As in the case of the $AR_d(p)$ models, we can associate a couple of matrix valued polynomials with the $ARMA_d(p, r)$ models:

$$A(z) = I_d - A_1z - A_2z^2 - \cdots - A_pz^p,$$  \hspace{1cm} (1.1.12)

$$C(z) = I_d + C_1z + C_2z^2 + \cdots + C_rz^r.$$  \hspace{1cm} (1.1.13)

Then for all $n \geq 0$

$$A(R)X_n = C(R)\varepsilon_n.$$  \hspace{1cm} (1.1.13)

3. ARX models. Sometimes the regression vector $\phi_n$ depends on a so-called exogenous sequence $U = (U_n)$, which may be chosen at any time as a function of the previous observations; this may be a deterministic or a random sequence, defined beforehand before any observations. It is often a control, chosen in order to adjust the system as best as possible, for example in the tracking problem, around the position of a given trajectory. Then if

$$\theta^t = (A_1, \ldots, A_p, B_1, \ldots, B_q) \quad \text{and}$$  \hspace{1cm} (1.1.14)
\[
\phi_n^{(t)} = \left( X_{n-1}^{(p)} \right)_{(q)} = (X_{n-1}, \ldots, X_{n-p}, U_{n-1}, \ldots, U_{n-q}), \quad (1.1.15)
\]
where \( A_1, \ldots, A_p, B_1, \ldots, B_q \) are square matrices of order \( d \) and for all \( n \geq 0 \), \( \phi_n \) is a vector of size \( \delta = d(p + q) \), model (1.1.2) with (1.1.14) and (1.1.15) is called an Autoregressive with Exogenous Input Model of order \((p, q)\) and is denoted by the symbol ARX\(_d(p, q)\). Exactly as in the case of AR\(_d(p)\) and ARMA\(_d(p, r)\) models, we have the extended expression:

\[
X_n = A_1 X_{n-1} + \cdots + A_p X_{n-p} + B_1 U_{n-1} + \cdots + B_q U_{n-q} + \varepsilon_n \quad (1.1.16)
\]

and a couple of matrix valued polynomials related with these models

\[
A(z) = I_d - A_1 z - A_2 z^2 - \cdots - A_p z^p \quad (1.1.17)
\]

\[
B(z) = B_1 + B_2 z + B_3 z^2 + \cdots + B_q z^q
\]

which lead us to the equation

\[
A(R) X_n = B(R) U_{n-1} + \varepsilon_n. \quad (1.1.18)
\]

4. ARMAX models. Finally, if

\[
\theta^t = (A_1, \ldots, A_p, B_1, \ldots, B_q, C_1, \ldots, C_r) \quad \text{and} \quad 
\phi_n^t = \left( X_{n-1}^{(p)} \right)_{(q)} \right)_{(r)} \right)_{(n-1)},
\]

then the corresponding model is called an Autoregressive with Exogenous Input and Moving Average model or ARMAX\(_d(p, q, r)\) for short. The extended form for the ARMAX\(_d(p, q, r)\) is too long, that is why we only present the matrix valued polynomials associated with these models and the corresponding equations:

\[
A(z) = I_d - A_1 z - A_2 z^2 - \cdots - A_p z^p \quad (1.1.19)
\]

\[
B(z) = B_1 + B_2 z + B_3 z^2 + \cdots + B_q z^q
\]

\[
C(z) = I_d + C_1 z + C_2 z^2 + \cdots + C_r z^r \quad (1.1.20)
\]
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which implies the compact equation
\[ A(R)X_n = B(R)U_{n-1} + C(R)\varepsilon_n. \] (1.1.21)

We can see that an ARMAX\(_d\)(p, q, r) model with r = 0 is essentially an ARX\(_d\)(p, q) model. We also observe that an ARX\(_d\)(p, q) with q = 0 is a simple AR\(_d\)(p) model. Finally, an ARMAX\(_d\)(p, q, r) model with q = 0 is an ARMA\(_d\)(p, r) model. The main purpose of this Thesis deals with the ARX\(_d\)(p, q) models but in our approach we assume that the leading matrix \( B_1 \), commonly called the high frequency gain is known and equal to the identity matrix \( I_d \) of order d, but we want to keep the notation ARX\(_d\)(p, q) for these models which can be rewritten as

\[ X_n = \theta^t \phi_{n-1} + U_{n-1} + \varepsilon_n \] (1.1.22)

where

\[ \theta^t = (A_1, A_2, \ldots, A_p, B_1, \ldots, B_q) \quad \text{and} \]
\[ \phi_{n-1} = \left( x_n^{(p)}, U_n^{(q)} \right)^t. \] (1.1.23)

We can obtain the corresponding matrix polynomials associated with this new form of the ARX\(_d\)(p, q) models:

\[ A(z) = I_d - A_1 z - A_2 z^2 - \cdots - A_p z^p \] (1.1.25)
\[ B(z) = I_d + B_1 z + B_2 z^2 + \cdots + B_q z^q. \]

In all the rest of this Thesis, we will only refer to this kind of ARX\(_d\)(p, q) models with unknown parameter \( \theta \) given by (1.1.23), with the additional objective of forcing the process \( X = (X_n)_{n \geq 0} \) to be as close as possible in every step to a given reference trajectory \( x = (x_n)_{n \geq 0} \), which is assumed to be predictable (\( x_n \) is \( F_{n-1} \) measurable), via the effect offered by the exogenous variables \( U = (U_n)_{n \geq 0} \). Given that the matrices \( A_1, \ldots, A_p, B_1, \ldots, B_q \) are not known, we need to estimate them at the same time as the exogenous variables control the dynamic of the process \( X = (X_n)_{n \geq 0} \).
In addition, we shall make use of the causality assumption also known as the minimum phase condition on the matrix polynomial $B(z)$ [20]. More precisely, we assume that for all $z \in \mathbb{C}$, with $|z| \leq 1$

$$\det(B(z)) \neq 0. \quad \text{(A.1)}$$

In other words, the polynomial $\det(B(z))$ only has zeros with modulus bigger than one. Consequently, if $r > 1$ is strictly less than the smallest modulus of the zeros of $\det(B(z))$, then $B(z)$ is invertible in the ball with center zero and radius $r$ and $B^{-1}(z)$ is a holomorphic function [20]. For all $z \in \mathbb{C}$ such that $|z| \leq r$, we shall denote

$$B^{-1}(z) = \sum_{k=0}^\infty D_k z^k$$

the matrix valued polynomial such that $B^{-1}(z)B(z) = I_d$. We clearly have $D_0 = I_d$. In addition, the expressions of the matrices $D_1, D_2, \ldots$ are given by

$$D_k = -\sum_{j=0}^{k-1} D_j B_{k-j}, \quad k \leq q \quad \text{(1.1.26)}$$

$$D_k = -\sum_{j=1}^{q} D_{k-j} B_j, \quad k > q. \quad \text{(1.1.27)}$$

In a similar way, we define a matrix sequence which will be useful for the development of the next two Chapters. For all $z \in \mathbb{C}$ such that $|z| \leq r$, we shall denote

$$P(z) = B^{-1}(z)(A(z) - I_d) = \sum_{k=1}^\infty P_k z^k. \quad \text{(1.1.28)}$$

We can find expressions for all matrices $P_k$ as functions of the matrices $A_i$ and $B_j$ with $i = 1, 2, \ldots, p$ and $j = 1, 2, \ldots, q$, but such expressions may be simplified if we write matrices $P_k$ as functions of the matrices $A_i$ and $D_j$ :
\[ P_k = -\sum_{j=0}^{k-1} D_j A_{k-j}, \quad k \leq p \quad (1.1.29) \]
\[ P_k = -\sum_{j=1}^{p} D_{k-j} A_j, \quad k > p. \quad (1.1.30) \]

1.2 The Noise

In the following two Chapters, we will assume that the driven noise \( \varepsilon = (\varepsilon_n)_{n \geq 0} \) that is present in equation (1.1.22) satisfies for all \( n \geq 0 \) \( \mathbb{E}[\varepsilon_{n+1}|\mathcal{F}_n] = 0 \) and \( \mathbb{E}[\varepsilon_{n+1}\varepsilon_{n+1}^T|\mathcal{F}_n] = \Gamma \) a.s. where \( \Gamma \) is a positive definite deterministic covariance matrix.

We also assume that the driven noise \( \varepsilon \) satisfies the strong law of large numbers; i.e. if
\[ \Gamma_n = \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k \varepsilon_k^T, \quad (1.2.1) \]
then \( \Gamma_n \) converges a.s. to \( \Gamma \). That is the case if, for example:

1. \( (\varepsilon_n) \) is a white noise; i.e. a sequence of independent and identically distributed random variables.
2. \( (\varepsilon_n) \) has a finite conditional moment of order greater than 2.

1.3 Estimation Algorithms

In order to solve the problem of the estimation of the parameters given by (1.1.23) we will consider the Weighted Least Squares algorithm introduced by Bercu and Dufo [8], [13] (from now on WLS for short) of which the Least Squares (LS) algorithm is a particular case. This is the reason why we
will only develop the most general case. For this purpose we define, for an ARX\(d(p, q)\) model, the following two sequences, for \(n \geq 0\),

\[
S_n(a) = \sum_{k=0}^{n} a_k \phi_k \phi_k^t + I_\delta \quad \text{and} \quad (1.3.1)
\]

\[
s_n = \sum_{k=0}^{n} ||\phi_k||^2 \quad (1.3.2)
\]

where \(\phi_n\) is given by (1.1.24) and the identity matrix \(I_\delta\) with \(\delta = d(p + q)\) is added in order to avoid useless invertibility assumption. The sequence \(a = (a_n)_{n \geq 1}\) is called the weighted sequence and this sequence usually has the form, for \(n \geq 0\)

\[
a_n = \frac{1}{g(\ln s_n)}
\]

where \(g\) is an increasing function from \(\mathbb{R}^+\) to itself such that

\[
\int_1^\infty \frac{1}{g(t)} dt < +\infty \quad (1.3.3)
\]

and \(g(\ln t) = \mathcal{O}(t)\). In this work, we are concerned with the weighted sequence of Bercu and Duflo given by \(g(t) = t^{1+\gamma}\) with \(\gamma > 0\), [8] [13]. Consequently we have

\[
a_n = \left(\frac{1}{\ln s_n}\right)^{1+\gamma}.
\]

The LS algorithm is obtained if we choose the weighted sequence to be constant and equal to one i.e.

\[
a_n = 1.
\]

One natural method consists in finding a \(\delta \times d\) matrix in every step, let us say \(\hat{\theta}_n\) for \(n \geq 0\), that minimizes the weighted mean square distance between \(X\) and its prediction up to time \(n\):

\[
\hat{\theta}_n = \min_{\theta} \arg \sum_{k=1}^{n} a_{k-1} ||X_k - U_{k-1} - \theta^t \phi_{k-1}||^2.
\]
1.3. ESTIMATION ALGORITHMS

It is not hard to see that

$$\hat{\theta}_n = S_{n-1}(a) \sum_{k=1}^{n} a_{k-1} \phi_{k-1} (X_k - U_{k-1})^t. \quad (1.3.4)$$

Furthermore, we have

$$S_n(a)\hat{\theta}_{n+1} = \sum_{k=1}^{n+1} a_{k-1} \phi_{k-1} (X_k - U_{k-1})^t$$

$$= \sum_{k=1}^{n} a_{k-1} \phi_{k-1} (X_k - U_{k-1})^t + a_n \phi_n (X_{n+1} - U_n)^t$$

$$= (S_n(a) - a_n \phi_n \phi_n^t) \hat{\theta}_n + a_n \phi_n (X_{n+1} - U_n)^t$$

which implies that

$$\hat{\theta}_{n+1} = \hat{\theta}_n + a_n S_n^{-1}(a) \phi_n (X_{n+1} - U_n - \hat{\theta}_n^t \phi_n)^t.$$

Then, we are in position to give the following definitions:

**Definition 1.3.1**: The Bercu and Duflo WLS algorithm is given by the recursion:

$$\hat{\theta}_{n+1} = \hat{\theta}_n + a_n S_n^{-1}(a) \phi_n (X_{n+1} - U_n - \hat{\theta}_n^t \phi_n)^t \quad (1.3.5)$$

where the initial value $\hat{\theta}_0$ may be arbitrarily chosen.

With the choice $a_n = 1$, for all $n \geq 0$, we are in presence of the LS algorithm.

**Definition 1.3.2**: The LS algorithm is defined recursively by:

$$\hat{\theta}_{n+1} = \hat{\theta}_n + S_n^{-1} \phi_n (X_{n+1} - U_n - \hat{\theta}_n^t \phi_n)^t$$

with $S_n = \sum_{k=0}^{n} \phi_k \phi_k^t + I_\delta.$
In addition, there exists another estimator for $\theta$ which is well suited for tracking problems given by the Gradient algorithm. In order to obtain it, in the recursive definition of the least squares algorithm, we replace the matrix $S_n$ by its trace $s_n$:

**Definition 1.3.3**: A stochastic Gradient algorithm in its recursive form is given for all $n \geq 0$ by

$$\hat{\theta}_{n+1} = \hat{\theta}_n + s_n^{-1} \phi_n \left( X_{n+1} - U_n - \hat{\theta}_n^t \phi_n \right)^t.$$ 

In this Thesis we will focus on the Least Squares and the Weighted Least Squares algorithms but we will not develop any analysis for the Gradient algorithm since it is not in general consistent [20].

### 1.4 Tracking Control

In the $ARX_d(p, q)$ framework previously described with anteriority, the exogenous sequence $U = (U_n)_{n \geq 0}$ is the responsible of the regulation of the process $X = (X_n)_{n \geq 0}$ by forcing $X_n$ to track step by step the predictable reference trajectory $x = (x_n)_{n \geq 0}$. The following lines show in an intuitive way the reason why we prefer to use the Aström and Wittenmark adaptive control. From equation (1.1.22) it follows that:

$$X_{n+1} - x_{n+1} = \theta^t \phi_n + U_n - x_{n+1} + \varepsilon_{n+1}. \quad (1.4.1)$$

If in fact for every $n \geq 0$ we have that $X_{n+1}$ is very close to $x_{n+1}$ and we rule out the noise $\varepsilon_{n+1}$, then

$$0_d \approx \theta^t \phi_n + U_n - x_{n+1} \quad (1.4.2)$$

where $0_d$ stands for the zero vector of dimension $d$. Ideally it should be possible to choose $U_n$ such that

$$U_n = x_{n+1} - \theta^t \phi_n. \quad (1.4.3)$$
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However the parameter $\theta$ is not known, so the estimator $\hat{\theta}_n$ given by the LS or the WLS algorithm is used instead of $\theta$ itself. The adaptive tracking control proposed by Aström and Wittenmark [4] is given, for all $n \geq 0$, by

$$
U_n = x_{n+1} - \hat{\theta}_n^t \phi_n. 
$$

(1.4.4)

By substituting (1.4.4) in (1.1.22), we obtain the closed-loop system

$$
X_{n+1} - x_{n+1} = \pi_n + \epsilon_{n+1}
$$

(1.4.5)

with the prediction error $\pi_n = (\theta - \hat{\theta}_n)^t \phi_n$.

1.5 Reference Trajectory

The reference trajectory $x = (x_n)_{n \geq 0}$ shall satisfy the following properties:

$$
\lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} x_k x_k^t = \nabla \quad \text{a.s.} 
$$

(1.5.1)

where $\nabla$ is a positive definite symmetric matrix. In addition, for all $i \geq 1$,

$$
\lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} x_{k+i} x_k^t = \nabla_i \quad \text{a.s.} 
$$

(1.5.2)

$$
\lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} x_{k+i} \epsilon_k^t = 0 \quad \text{a.s.} 
$$

(1.5.3)

If for example, the reference trajectory is such that

$$
\sum_{k=1}^{n} \|x_k\|^2 = o(n) \quad \text{a.s.} 
$$

(1.5.4)

we have that $\nabla = \nabla_i = 0$. However, it could be also interesting to investigate the case in which $\nabla_i = 0$ with $\nabla$ positive.
1.6 Review

The following lines show a brief description of some aspects of previous papers concerning the ARX models in different frameworks around the estimation and the adaptive control. In a chronological order, we have:

1. Bercu [6] in the ARMAX framework proved the strong consistency of the extended least squares estimator for a recursive AML scheme under the hypothesis of passivity; in addition, he worked on the prediction errors related to such a model.

2. Chen and Guo [31] worked on the stability and optimality of the Åström and Wittenmark self-tuning regulator.

3. Bercu and Duflo [13] defined a weighted least squares algorithm that improves the least squares estimator, in the sense that the prediction errors have more interesting asymptotic properties.

4. Bercu [8] worked on ARMAX models, showing that the weighted least squares algorithm has the same advantages of both extended least squares and stochastic gradient algorithms, if suitable weightings are chosen. Concerning adaptive tracking problems, the strong consistency of the estimator and control optimality are both ensured.

5. Duflo [20] developed, among many other important topics, a very large set of tools around ARMAX models including the gradient algorithm and the weighted least squares algorithm, the adaptive tracking problem, the theory of martingales and vector martingales, etc.

6. Bercu [7] proved a central limit theorem and a law of iterated logarithm for both least squares and weighted least squares algorithms, together with the optimality of the tracking for AR models. In the ARMA framework, he obtained for the extended and weighted least squares algorithms the optimality of the tracking. In addition, for the same algorithms, he obtained
via a persistently excited adaptive tracking control a central limit theorem and a law of iterated logarithm.

We also present the description of some papers concerning to the Durbin Watson statistic which will be the main topic of the last Chapter of this work:

1. J. Durbin and G.S. Watson [22] [23] introduce their statistic for detecting first order serial correlations in classical linear regression models and tabulated bounds for its distribution, in addition they obtained critical values and described their use in practice.


3. J. Durbin [21] obtained a procedure for testing the serial independence of the disturbances in a regression models where some of the regressors are lagged dependent variables.

4. Srivastava [57] established the asymptotic distribution of the Durbin Watson statistic without any condition on the design matrix in classical regression models.

5. Phillips and Loretan [52] via a von Neumann ratio approach proved the limit distribution of the Durbin Watson statistic under infinite variance errors.

In this Thesis we will extend the results obtained by Bercu [7] for the multidimensional $AR_d(p)$ models in adaptive tracking. In the second Chapter of this work, a concept of Strong Controllability is introduced together with its relationship with the usual notion of controllability. This concept will allow us to prove the invertibility of a suitable limit matrix via the analysis of the Schur complement of one of its blocks. Such property is needed in order to obtain the almost sure convergence of the least squares and the weighted least squares algorithms, the optimality of the tracking (in some sense, which will be explained later) as a consequence of the use of the Aström and Wittenmark
adaptive tracking control. Finally it will be proved that both least squares algorithms share the same central limit theorem (CLT) and the same law of iterated logarithm (LIL).

In the third Chapter, via a persistent excitation in the adaptive tracking control of Aström and Wittenmark, we will get rid of the Strong Controllability assumption on the $ARX_d(p, q)$ models and we will establish similar results to those obtained in the second Chapter; i.e., we will prove for any $ARX_d(p, q)$ model (not necessarily Strongly Controllable) the almost sure convergence of both LS and WLS algorithms, the residual optimality of the tracking and the shared CLT and LIL for both estimation algorithms.

In the final Chapter we introduce the Durbin Watson statistic and a series of numerical experiments that suggest some asymptotical results for the $AR_1(p)$ and $ARX_1(p, q)$ models when a serial correlated noise is considered.
Chapter 2

Strongly Controllable ARX Models

In this Chapter we introduce our concept of Strong Controllability for the ARX$_d(p, q)$ models. This concept will allow us to prove asymptotical results for both WLS and LS algorithms when the reference trajectory satisfies

$$\sum_{k=1}^{n} \| x_k \|^2 = o(n) \quad \text{a.s.} \quad (2.0.1)$$

It is possible to mention that these asymptotical results are associated to the analysis of the Schur complement of a suitable limiting matrix related with the sequence $(S_n)_{n \geq 0}$ and $(S_n(a))_{n \geq 0}$. The Strong Controllability allows us to extend the previous converge results in the literature. Finally, via some numerical experiments, we show that this concept can not be avoided in ARX$_d(p, q)$ adaptive tracking.

2.1 Strong Controllability

In this section, we will introduce the concept of Strong Controllability for models ARX$_d(p, q)$ which offers sufficient conditions to prove the asymptot-
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ical results of the following section. In order to introduce our concept of Strong Controllability, we must define the square matrix of order \( d \times q \) given, if \( p \geq q \), by

\[
\Pi = \begin{pmatrix}
P_p & P_{p+1} & \cdots & P_{p+q-2} & P_{p+q-1} \\
& P_{p-1} & P_p & \cdots & P_{p+q-2} \\
& & \cdots & \cdots & \cdots \\
& & & P_{p-q+2} & \cdots & P_p \\
& & & & \cdots & P_{p-q+2} & P_{p-1} \\
& & & & & \cdots & P_{p-1} & P_p
\end{pmatrix}
\]

and, if \( p \leq q \), by

\[
\Pi = \begin{pmatrix}
P_p & P_{p+1} & \cdots & P_{p+q-2} & P_{p+q-1} \\
& \cdots & \cdots & \cdots & \cdots \\
& P_1 & P_2 & \cdots & P_{q-1} & P_q \\
& 0 & P_1 & P_2 & \cdots & P_{q-2} & P_{q-1} \\
& & \cdots & \cdots & \cdots & \cdots \\
& & & 0 & \cdots & P_1 & P_p
\end{pmatrix}
\]

where the matrices \( P_1, P_2, \ldots \) are given in the relation (1.1.29) and (1.1.30). Now, we are in position to define the concept that will lead us to be able to prove the asymptotical results we are concerned with for the LS and WLS algorithms, when the reference trajectory satisfies condition (2.0.1).

Definition 2.1.1 : An ARX\(_d(p,q)\) model is said to be strongly controllable if the corresponding matrix valued polynomial \( B(z) \) is causal and

\[ \det(\Pi) \neq 0. \quad (A.2) \]

Remark 1 The concept of strong controllability is not really restrictive. For example, if \( p = q = 1 \), assumption \( (A_2) \) reduces to \( \det(A_1) \neq 0 \); if \( p = 2 \) and \( q = 1 \), to \( \det(A_2 - B_1 A_1) \neq 0 \); if \( p = 1 \) and \( q = 2 \), to \( \det(A_1) \neq 0 \); while if \( p = q = 2 \), to

\[ \det \begin{pmatrix}
A_1 & A_2 - B_1 A_1 \\
A_2 - B_1 A_1 & -B_1 A_2 + (B_1^2 - B_2) A_1
\end{pmatrix} \neq 0. \]
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**Remark 2** One can observe that our Strong Controllability notion is closely related to the usual concept of controllability or, in other words, to the coprimness of the matrix polynomials $A - I_d$ and $B$. As a matter of fact, the resultant of the polynomials $A - I_d$ and $B$ is given by

$$\text{Res}(A - I_d, B) = \begin{vmatrix} -A_p & -A_{p-1} & \cdots & -A_1 & 0 & \cdots & \cdots & 0 \\ 0 & -A_p & \cdots & -A_2 & -A_1 & 0 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & 0 & -A_p & -A_{p-1} & \cdots & -A_1 \\ B_q & B_{q-1} & \cdots & B_1 & I_d & 0 & \cdots & 0 \\ 0 & B_q & \cdots & B_2 & B_1 & I_d & 0 & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & 0 & B_q & B_{q-1} & \cdots & B_1 & I_d \end{vmatrix}.$$ 

This determinant involves $q$ rows with the matrices $A_1, \ldots, A_p$ and $p$ rows with the matrices $B_1, \ldots, B_q$. It is not hard to see that ([28], [30]) $\text{Res}(A - I_d, B) = \text{det}(\text{SYLV})$ where SYLV is the Sylvester matrix

$$\text{SYLV} = \begin{pmatrix} I_d & B_1 & B_2 & \cdots & B_q & 0 & \cdots & \cdots & 0 \\ 0 & I_d & B_1 & B_2 & \cdots & B_q & 0 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & 0 & I_d & B_1 & B_2 & \cdots & B_q \\ 0 & -A_1 & -A_2 & \cdots & -A_p & 0 & \cdots & 0 \\ 0 & 0 & -A_1 & -A_2 & \cdots & -A_p & 0 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & 0 & 0 & -A_1 & -A_2 & \cdots & -A_p \end{pmatrix}.$$ 

For all $z \in \mathbb{C}$ such that $|z| \leq r$, let us define an analogue polynomial to $P(z)$:

$$G(z) = (A(z) - I_d)B^{-1}(z) = \sum_{k=1}^{\infty} G_k z^k,$$

where the matrices $G_k$ are similar to the matrices $P_k$ and may be explicitly calculated as functions of the matrices which form the parameter $\theta$ via the following recurrent form:
\[ G_k = - \sum_{j=0}^{k-1} A_{k-j}D_j, \quad k \leq p \]  \hspace{1cm} (2.1.1)
\[ G_k = - \sum_{j=1}^{p} A_jD_{k-j}, \quad k > p \]  \hspace{1cm} (2.1.2)

with matrices \( D_k \), \( k \geq 0 \) given by (1.1.26) and (1.1.27).

Let \( \Psi \) be the symmetric square matrix of order \( \delta \):
\[
\Psi = \begin{pmatrix}
I_d & D_1 & \cdots & D_{p+q-2} & D_{p+q-1} \\
0 & I_d & D_1 & \cdots & D_{p+q-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & I_d & D_1 \\
0 & \cdots & 0 & 0 & I_d
\end{pmatrix}.
\]

Moreover, let \( \Pi \) be the square matrix of order \( dq \) given, if \( p \geq q \), by
\[
\Pi = \begin{pmatrix}
G_p & G_{p+1} & \cdots & G_{p+q-2} & G_{p+q-1} \\
G_{p-1} & G_p & G_{p+1} & \cdots & G_{p+q-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
G_{p+q+2} & \cdots & G_{p-1} & G_p & G_{p+1} \\
G_{p+q+1} & G_{p+q+2} & \cdots & G_{p-1} & G_p
\end{pmatrix}
\]
and, if \( p \leq q \), by
\[
\Psi = \begin{pmatrix}
G_p & G_{p+1} & \cdots & \cdots & G_{p+q-2} & G_{p+q-1} \\
\vdots & \vdots & \ddots & \cdots & \vdots & \vdots \\
G_1 & G_2 & \cdots & \cdots & G_{q-1} & G_q \\
0 & G_1 & G_2 & \cdots & G_{q-2} & G_{q-1} \\
\vdots & \vdots & \ddots & \cdots & \vdots & \vdots \\
0 & \cdots & 0 & Q_1 & \cdots & Q_p
\end{pmatrix}.
\]

In addition, denote by \( E \) the rectangular matrix of dimension \( dq \times dp \) given,
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If $p \geq q$, by

$$E = \begin{pmatrix} 0 & G_1 & G_2 & \cdots & G_{p-2} & G_{p-1} \\ 0 & 0 & G_1 & \cdots & G_{p-3} & G_{p-2} \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & 0 & G_1 & G_2 & \cdots & G_{p-q+1} \\ 0 & \cdots & 0 & G_1 & \cdots & G_{p-q} \end{pmatrix}$$

and, if $p \leq q$, by

$$E = \begin{pmatrix} 0 & G_1 & \cdots & G_{p-2} & G_{p-1} \\ 0 & 0 & G_1 & \cdots & G_{p-2} \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & 0 & 0 & G_1 \\ 0 & 0 & \cdots & 0 & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & 0 & 0 \end{pmatrix}.$$

We can easily see that the product

$$S Y L V \Psi = \begin{pmatrix} I_d & O' \\ E & \Pi \end{pmatrix}$$

(2.1.3)

where $O'$ stands for the rectangular zero matrix of dimension $dq \times dp$. As $\det(\Psi) = 1$, we deduce from (2.1.3) that

$$\text{Res}(A - I_d, B) = \det(S Y L V) = \det(S Y L V \Psi) = \det(\Pi).$$

Moreover, one can observe that the matrix $\Pi$ is different from $\Pi$, except in the particular case of dimension $d = 1$. Consequently, if $d = 1$,

$$\det(\Pi) \neq 0 \iff A - I_d \text{ and } B \text{ are coprime} \quad (2.1.4)$$

which corresponds to the usual notion of controllability. Otherwise, if $d \geq 2$, it is easy to provide a counterexample for which the equivalence (2.1.4) fails. For example, one can take $d = 2$, and $p = q = 1$ with

$$A_1 = B_1 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.$$
The corresponding ARX₂(1, 1) model is not Strongly Controllable according to Definition 2.1.1, but the matrix polynomials A − I₄ and B are clearly coprime.

To be able to develop the asymptotical analysis for the LS and WLS algorithms, we need a Lemma concerning to the invertibility of the suitable matrix of order δ:

\[ \Lambda = \begin{pmatrix} L & K^t \\ K & H \end{pmatrix}, \]

(2.1.5)

where for all \(1 ≤ i ≤ q\), \(H_i\) is the square matrix of order \(d\):

\[ H_i = \sum_{k=i}^{\infty} P_k \Gamma P_k^{t}. \]

(2.1.6)

In addition, let \(H\) be the symmetric square matrix of order \(dq\):

\[
H = \begin{pmatrix}
H_1 & H_2 & \cdots & H_{q-1} & H_q \\
H_2^t & H_1 & H_2 & \cdots & H_{q-1} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
H_{q-1}^t & \cdots & H_2^t & H_1 & H_2 \\
H_q^t & H_{q-1}^t & \cdots & H_2^t & H_1
\end{pmatrix}.
\]

(2.1.7)

For all \(1 ≤ i ≤ p\) let \(K_i = P_i \Gamma\). Meanwhile \(K\) denotes the rectangular matrix of dimension \(dq × dp\) given, if \(p ≥ q\), by

\[
K = \begin{pmatrix}
0 & K_1 & K_2 & \cdots & \cdots & K_{p-2} & K_{p-1} \\
0 & 0 & K_1 & \cdots & \cdots & K_{p-3} & K_{p-2} \\
0 & 0 & 0 & \cdots & \cdots & K_{p-4} & K_{p-3} \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \cdots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & K_1 & K_2 & \cdots & K_{p-q+1} \\
0 & \cdots & 0 & 0 & K_1 & \cdots & K_{p-q}
\end{pmatrix}.
\]

(2.1.8)
and, if $p \leq q$, by
\[
\tilde{K} = \begin{pmatrix}
0 & K_1 & K_2 & \cdots & K_{p-2} & K_{p-1} \\
0 & 0 & K_1 & \cdots & K_{p-3} & K_{p-2} \\
0 & 0 & 0 & \cdots & K_{p-4} & K_{p-3} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \cdots & \cdots & \cdots & 0 & K_1 \\
\vdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & 0
\end{pmatrix}.
\] (2.1.9)

Finally, let $L$ be the block matrix of order $dp$:
\[
L = \begin{pmatrix}
\Gamma & 0 & \cdots & 0 \\
0 & \Gamma & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\cdots & 0 & \Gamma & 0 \\
0 & \cdots & \cdots & 0 & \Gamma
\end{pmatrix}.
\] (2.1.10)

The relevance of the matrix $\Lambda$ and of the following Lemma which is the keystone of the asymptotic results of the next section will be more evident during the proofs of the Main Results section of this Chapter.

**Lemma 2.1.2** Let $S$ be the Schur complement of $L$ in $\Lambda$:
\[
S = H - KL^{-1}K^t.
\] (2.1.11)

If $(A_1)$ and $(A_2)$ hold and the reference trajectory satisfies (2.0.1), then $S$ and $\Lambda$ are invertible and
\[
\Lambda^{-1} = \begin{pmatrix}
L^{-1} + L^{-1}K^tS^{-1}KL^{-1} & -L^{-1}K^tS^{-1} \\
-S^{-1}KL^{-1} & S^{-1}
\end{pmatrix}.
\] (2.1.12)
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Proof. Let $\Sigma$ be the infinite-dimensional diagonal square matrix:

$$\Sigma = \begin{pmatrix}
\Gamma & 0 & \cdots & \cdots & \cdots \\
0 & \Gamma & 0 & \cdots & \cdots \\
\cdots & 0 & \Gamma & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix}.$$  

Moreover, denote by $T$ the infinite-dimensional rectangular matrix with $dq$ rows and an infinite number of columns given, if $p \geq q$, by

$$T = \begin{pmatrix}
P_p & P_{p+1} & \cdots & P_k & P_{k+1} & \cdots \\
P_{p-1} & P_p & \cdots & P_{k-1} & P_k & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
P_{p-q+2} & P_{p-q+3} & \cdots & P_{k-q+2} & P_{k-q+3} & \cdots \\
P_{p-q+1} & P_{p-q+2} & \cdots & P_{k-q+1} & P_{k-q+2} & \cdots 
\end{pmatrix}.$$  

and, if $p \leq q$, by

$$T = \begin{pmatrix}
P_p & P_{p+1} & \cdots & \cdots & P_k & P_{k+1} & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
P_1 & P_2 & \cdots & P_{k-p+1} & P_{k-p+2} & \cdots \\
0 & P_1 & P_2 & \cdots & P_{k-p} & P_{k-p+1} & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & P_1 & P_2 & \cdots 
\end{pmatrix}.$$  

We can find that, for $i, j = 1, 2, \ldots, q$, and $j \geq i$,

$$H = [h_{ij}]$$

with

$$h_{ij} = \sum_{k=j-i+1}^{\infty} P_k \Gamma P_{k-j+i}^t \quad (2.1.13)$$

and $h_{ji} = h_{ij}^t$. In a similar way, we have that

$$KL^{-1}K^t = [r_{ij}]$$
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with

\[ r_{ij} = \sum_{k=j-i+1}^{p-i} P_k \Gamma P_{k-j+i}^t \]  \hspace{1cm} (2.1.14)

and \( r_{ji} = r_{ij}^t \). Thus we have from (2.1.13) and (2.1.14) that

\[ S = [s_{ij}] \]

where

\[ s_{ij} = \sum_{k=p-i+1}^{\infty} P_k \Gamma P_{k-j+i}^t \]  \hspace{1cm} (2.1.15)

and \( s_{ij} = s_{ij}^t \). We can also find that

\[ T \Sigma T^t = [v_{ij}] \]

with

\[ v_{ij} = \sum_{k=p-i+1}^{\infty} P_k \Gamma P_{k-j+i}^t \]  \hspace{1cm} (2.1.16)

and \( v_{ji} = v_{ij}^t \). Finally we have, from (2.1.15) and (2.1.16) that

\[ S = T \Sigma T^t. \]  \hspace{1cm} (2.1.17)

It clearly follows from this suitable decomposition that

\[ \ker(S) = \ker(T^t). \]  \hspace{1cm} (2.1.18)

As a matter of fact, assume that \( v \in \mathbb{R}^{dq} \) belongs to \( \ker(T^t) \). Then, \( T^t v = 0 \), \( Sv = 0 \) which leads to \( \ker(T^t) \subset \ker(S) \). On the other hand, assume that \( v \in \mathbb{R}^{dq} \) belongs to \( \ker(S) \). Since \( Sv = 0 \), we clearly have \( v^t Sv = 0 \), \( v^t T \Sigma T^t v = 0 \). However, the matrix \( \Gamma \) is positive definite. Consequently, \( T^t v = 0 \) and \( \ker(S) \subset \ker(T^t) \), which implies (2.1.18). Moreover, it follows from the well-known rank theorem that

\[ dq = \dim(\ker(S)) + \text{rank}(S). \]  \hspace{1cm} (2.1.19)
As soon as $\ker(S) = \{0\}$, $\dim(\ker(S)) = 0$ and we obtain from (2.1.19) that $S$ is of full rank $dq$ which means that $S$ is invertible. Furthermore, the left hand side square matrix of order $dq$ of the infinite-dimensional matrix $T$ is precisely $\Pi$. Consequently, if $\Pi$ is invertible, $\Pi$ is of full rank $dq$, $\ker(\Pi) = \ker(\Pi') = \{0\}$ and the left null space of $T$ reduces to the null vector of $\mathbb{R}^{dq}$. Hence, if $\Pi$ is invertible, we deduce from (2.1.18) and (2.1.19) that $S$ is also invertible. Finally, as

$$\det(\Lambda) = \det(L) \det(S) = \det(\Gamma)^p \det(S), \tag{2.1.20}$$

we obtain from (2.1.20) that $\Lambda$ is invertible and formula (2.1.12) follows from [36] page 18, which completes the proof.

\section{2.2 Main Results}

In this section, we will establish the extensions of some of the results on the AR$_d(p)$ models that appear in [7], in particular those which concern to the almost sure convergence of the LS and WLS algorithms, the optimality of the tracking, the CLT and the LIL for the estimators of the unknown parameter $\theta$.

We open this section with the definition of an optimal tracking, which provides a performance criteria for the adaptive control:

\begin{definition}
Let $(C_n)_{n \geq 0}$ be the average cost matrix sequence defined by

$$C_n = \frac{1}{n} \sum_{k=1}^{n} (X_k - x_k)(X_k - x_k)^t. \tag{2.2.1}$$

The tracking is said to be optimal if $C_n$ converges almost sure to $\Gamma$ given in section 1.2.

Our first result shows the connexion between the block matrix $\Lambda$ given by (2.1.5) and the models ARX$_d(p, q)$. 

Theorem 2.2.1 Assume that the matrix polynomial $B(z)$ associated with the ARX$_d(p,q)$ model is causal and that $(\varepsilon_n)_{n \geq 0}$ has finite conditional moment of order $\alpha > 2$. Then, for the LS algorithm, we have

$$\lim_{n \to \infty} \frac{S_n}{n} = \Lambda \quad \text{a.s.} \quad (2.2.2)$$

where the limiting matrix $\Lambda$ is given by (2.1.5).

Proof. We shall make use of the same approach as Bercu [7] or Guo and Chen [31]. First of all, we recall that for all $n \geq 0$,

$$X_{n+1} - x_{n+1} = \pi_n + \varepsilon_{n+1} \quad (2.2.3)$$

and

$$s_n = \sum_{k=0}^{n} \| \phi_k \|^2.$$ 

\[ \text{It follows from (2.2.3) and the strong law of large numbers for martingales (see e.g. Corollary 1.3.25 part 2 of [20]) that} \]

$$\liminf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| X_k \|^2 \geq \text{tr}(\Gamma + \nabla) \quad \text{a.s.}$$

As $\Gamma + \nabla$ is invertible and $s_n \geq \sum_{k=1}^{n} \| X_k \|^2$ we have that $n = \mathcal{O}(s_n)$ a.s., which implies that

$$s_n \to \infty \quad \text{a.s.} \quad (2.2.4)$$

Moreover, by Theorem 1 of [6] or Lemma 1 of [31], we have

$$\sum_{k=1}^{n} (1 - f_k) \| \pi_k \|^2 = \mathcal{O}(\log s_n) \quad \text{a.s.} \quad (2.2.5)$$

where $f_n = \phi_n^T S_n^{-1} \phi_n$. Hence, as $\varepsilon$ has finite conditional moment of order $\alpha > 2$, we can show by the minimum phase assumption $(A_1)$ on the matrix polynomial $B$ together with (2.2.5) [31] that $\| \phi_n \|^2 = \mathcal{O}(s_n^\alpha)$ a.s. for all
\[2\alpha^{-1} < \beta < 1.\] In addition, let \( g_n = \phi_n^t S_n^{-1} \phi_n \) and \( \delta_n = \text{tr}(S_{n-1}^{-1} - S_n^{-1}) \). It follows from Proposition 4.2.12 of [20] that
\[(1 - f_n)(1 + g_n) = 1.\]

Moreover, as
\[
\sum_{n=1}^{\infty} \delta_n = \sum_{n=1}^{\infty} \text{tr}(S_{n-1}^{-1} - S_n^{-1}) \leq \text{tr}(I_\delta) = \delta,
\]
the sequence \((\delta_n)\) goes to zero a.s. Consequently, as
\[1 + g_n \leq 2 + \delta_n \| \Phi_n \|^2,
\]
we find that
\[
\sum_{k=1}^{n} \| \pi_k \|^2 = \sum_{k=1}^{n} (1 - f_k)(1 + g_k) \| \pi_k \|^2,
\]
which leads to
\[
\sum_{k=1}^{n} \| \pi_k \|^2 \leq 2 \sum_{k=1}^{n} (1 - f_k) \| \pi_k \|^2 + \sum_{k=1}^{n} (1 - f_k) \delta_k \| \Phi_k \|^2 \| \pi_k \|^2. \quad (2.2.6)
\]

Hence, we deduce from (2.2.5) and (2.2.6) that
\[
\sum_{k=1}^{n} \| \pi_k \|^2 = o(s_n^3 \log s_n) \quad \text{a.s.} \quad (2.2.7)
\]

Therefore, we obtain from (2.0.1), (2.2.3) and (2.2.7) that
\[
\sum_{k=1}^{n} \| X_{k+1} \|^2 = o(s_n^3 \log s_n) + O(n) \quad \text{a.s.} \quad (2.2.8)
\]

Furthermore, we infer from assumption \((A_1)\) that
\[
U_n = B^{-1}(R)A(R)X_{n+1} - B^{-1}(R)\varepsilon_{n+1}, \quad (2.2.9)
\]
so we have from (2.2.9) that
\[
\sum_{k=1}^{n} \| U_k \|^2 \leq 2 \sum_{k=1}^{n} \| B^{-1}(R)A(R)X_{n+1} \|^2 + 2 \sum_{k=1}^{n} \| B^{-1}(R)\varepsilon_{n+1} \|^2. \quad (2.2.10)
\]
2.2. **MAIN RESULTS**

Relation (2.2.8) together with Cauchy-Schwarz inequality and (2.2.10) imply

\[ \sum_{k=1}^{n} \| U_k \|^2 = o(s_n^2 \log s_n) + O(n) \quad \text{a.s.} \quad (2.2.11) \]

It remains to put together the two contributions (2.2.8) and (2.2.11) and remember the convergence (2.2.4) to deduce that \( s_n = o(s_n) + O(n) \) a.s. leading to \( s_n = O(n) \). Hence, it follows from this fact, (2.2.7) and (2.2.4) that

\[ \sum_{k=1}^{n} \| \pi_k \|^2 = o(n) \quad \text{a.s.} \quad (2.2.12) \]

Since the reference trajectory is predictable and the law of large numbers (1.2.1) and relation (2.2.12) hold, using the Cauchy-Schwarz inequality, we obtain

\[ \sum_{k=1}^{n} \| \pi_k \varepsilon_{k+1}^f \|^2 = o(n) \quad \text{a.s.} \quad (2.2.13) \]

\[ \sum_{k=1}^{n} \| \pi_k x_{k+1}^f \|^2 = o(n) \quad \text{a.s.} \quad (2.2.14) \]

\[ \sum_{k=1}^{n} \| x_k \varepsilon_{k+1}^f \|^2 = o(n) \quad \text{a.s.} \quad (2.2.15) \]

It follows from these expressions, the strong law of large numbers for \( \varepsilon \) and convergence (2.0.1) that

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X_k^f = \Gamma \quad \text{a.s.} \]

Observe that

\[ \frac{1}{n} \sum_{k=1}^{n} \varepsilon_{k-m} \varepsilon_{k-j}^f \to \begin{cases} \Gamma & \text{if } m = j \\ 0 & \text{if } m \neq j \end{cases} \quad \text{a.s.} \quad (2.2.16) \]

which follows for \( m = j \) from (1.2.1). On the other hand, if \( m \neq j \) (2.2.16) results from the strong law of large numbers for martingales [20]. We also
have that, for all $1 \leq i \leq p - 1$ that

$$X_k X_{k-i}^t = (x_k + \pi_{k-1} + \varepsilon_k) (x_{k-i} + \pi_{k-i-1} + \varepsilon_{k-i})^t.$$

Consequently, we obtain from the previous calculations that for all $1 \leq i \leq p - 1$

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X_{k-i}^t = 0 \quad \text{a.s.} \quad (2.2.17)$$

which implies that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k^t (X_k^t)^t = L \quad \text{a.s.} \quad (2.2.18)$$

where $L$ is given by (2.1.10).

Furthermore, it follows from (2.2.3) and assumption $(A_1)$ that, for all $n \geq 0$,

$$U_n = B^{-1}(R) A(R) X_{n+1} - B^{-1}(R) \varepsilon_{n+1},$$

$$= B^{-1}(R) A(R) (\pi_n + x_{n+1}) + B^{-1}(R) (A(R) - I_d) \varepsilon_{n+1},$$

$$= V_n + Y_{n+1} + W_{n+1},$$

where

$$V_n = B^{-1}(R) A(R) \pi_n,$$

$$Y_{n+1} = B^{-1}(R) A(R) x_{n+1},$$

$$W_{n+1} = B^{-1}(R) (A(R) - I_d) \varepsilon_{n+1}.$$

Thus, we have

$$U_k U_{k-i+1}^t = V_k V_{k-i+1}^t + V_k Y_{k-i+2}^t + V_k W_{k-i+2}^t + W_{k+1} V_{k-i+1}^t$$

$$+ W_{k+1} Y_{k-i+2}^t + W_{k+1} W_{k-i+2}^t + Y_{k+1} V_{k-i+1}^t + Y_{k+1} Y_{k-i+2}^t$$

$$+ Y_{k+1} W_{k-i+2}^t.$$
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for all $1 \leq i \leq q$. Consequently, as $W_n = P(R)\varepsilon_n$, we deduce from the Cauchy-Schwarz inequality together with (1.5.1), (1.5.3), (2.2.12), the strong law of large numbers for the driven noise and from the fact that $x_k$ is $\mathcal{F}_{k-1}$ measurable that

\[
\frac{1}{n} \sum_{k=1}^{n} V_k V_{k-i+1} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} V_k W_{k-i+2} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} V_k Y_{k-i+2} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} W_{k+1} V_{k-i+1} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} W_{k+1} Y_{k-i+2} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} Y_{k+1} V_{k-i+1} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} Y_{k+1} W_{k-i+2} \to 0 \quad \text{a.s.}
\]
\[
\frac{1}{n} \sum_{k=1}^{n} Y_{k+1} Y_{k-i+2} \to 0 \quad \text{a.s.}
\]

If we recall (2.2.16), then we have that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} W_{k+1} W_{k-i+2} = \sum_{k=i}^{\infty} P_k \Gamma P_{k-i+1}^i. \tag{2.2.19}
\]

thus we have obtained

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k U_{k-i+1} = H_i \quad \text{a.s.} \tag{2.2.20}
\]
which ensures that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k^t (U_k^t)^t = H \quad \text{a.s.} \quad (2.2.21)$$

where $H$ is given by (2.1.7). Via similar arguments together with (2.2.3), (1.5.1), (1.5.2), (1.5.3) and (2.2.16), we also find for all $0 \leq m \leq p - 2$ and $2 \leq l \leq q$ that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k X_{k-m}^t = K_{m+1} \quad \text{a.s.}$$

and

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_{k-l} X_n^t = J_{l-1} \quad \text{a.s.}$$

Then we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k^t (U_k^p)^t = K^t \quad \text{a.s.} \quad (2.2.22)$$

where $K$ is given by (2.1.8) or (2.1.9).

Therefore, it follows from (2.2.18), (2.2.21) and (2.2.22) that

$$\lim_{n \to \infty} \frac{S_n}{n} = \Lambda \quad \text{a.s.} \quad (2.2.23)$$

where the limiting matrix $\Lambda$ is given by (2.1.5).

The following Theorem concerns to the almost sure properties of the LS algorithm, the efficiency of the Aström and Wittenmark adaptive tracking control and the LS algorithm itself.

**Theorem 2.2.2** Assume that the ARX$_d(p, q)$ model is strongly controllable and that $(\varepsilon_n)_{n \geq 0}$ has finite conditional moment of order $\alpha > 2$. In addition, if the reference trajectory $x = (x_n)_{n \geq 0}$ satisfies (2.0.1), then for the LS algorithm, we have

$$\lim_{n \to \infty} \frac{S_n}{n} = \Lambda \quad \text{a.s.} \quad (2.2.24)$$
where the limiting matrix $\Lambda$ is given by (2.1.5).

In addition the tracking is optimal

$$
\| C_n - \Gamma_n \| = \mathcal{O} \left( \frac{\log n}{n} \right) \quad \text{a.s.} \quad (2.2.25)
$$

We can be more precise in (2.2.25) by

$$
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} (X_k - x_k - \varepsilon_k)(X_k - x_k - \varepsilon_k)^t = \delta \Gamma \quad \text{a.s.} \quad (2.2.26)
$$

Finally, $\hat{\theta}_n$ converges almost surely to $\theta$

$$
\| \hat{\theta}_n - \theta \|^2 = \mathcal{O} \left( \frac{\log n}{n} \right) \quad \text{a.s.} \quad (2.2.27)
$$

**Proof.** Convergence (2.2.24) follows directly from Theorem 2.2.1. Hereafter, we recall that the $ARX_{d}(p,q)$ model is strongly controllable. Thanks to Lemma 2.1.2, the matrix $\Lambda$ is invertible and $\Lambda^{-1}$, given by (2.1.12), may be explicitly calculated. This is the key point for the proof. On the one hand, it follows from (2.2.24) and because $\Lambda$ is positive definite that $n = \mathcal{O}(\lambda_{\min}(S_n))$, $\| \phi_n \|^2 = o(n)$ a.s. which implies that $f_n$ tends to zero a.s. since

$$
f_n = \phi_n^t S_n^{-1} \phi_n \leq \| \phi_n \|^2 \lambda_{\max} (S_n^{-1})
= \frac{\| \phi_n \|^2}{\lambda_{\min} (S_n)}. 
$$

Hence, by (2.2.5), we find that

$$
\sum_{k=1}^{n} \| \pi_k \|^2 = \mathcal{O}(\log n) \quad \text{a.s.} \quad (2.2.28)
$$

On the other hand, we obviously have from (2.2.3)

$$
\| C_n - \Gamma_n \| = \mathcal{O} \left( \frac{1}{n} \sum_{k=1}^{n} \| \pi_{k-1} \|^2 \right) \quad \text{a.s.} \quad (2.2.29)
$$
Consequently, we immediately obtain the tracking optimality (2.2.25) from (2.2.28) and (2.2.29). Furthermore, by a well-known result of Lai and Wei [45] on the LS estimator, we also have

$$
\| \hat{\theta}_{n+1} - \theta \|^2 = O \left( \frac{\log \lambda_{\max} S_n}{\lambda_{\min} S_n} \right) \text{ a.s.} \quad (2.2.30)
$$

Hence (2.2.27) clearly follows from (2.2.23) and (2.2.30). Moreover, we also infer from Lemma 1 of Wei [61] together with (2.2.23) that

$$
(\hat{\theta}_{n+1} - \theta)^t S_n (\hat{\theta}_{n+1} - \theta) = o(\log n) \quad \text{a.s.} \quad (2.2.31)
$$

However, it follows from Theorem 4.3.16 part 4 of [20] that

$$
\lim_{n \to \infty} \frac{1}{\log d_n} \left( (\hat{\theta}_{n+1} - \theta)^t S_n (\hat{\theta}_{n+1} - \theta) + \sum_{k=0}^n (1 - f_k) \pi_k \pi_k^t \right) = \Gamma \quad \text{a.s.} \quad (2.2.32)
$$

where $d_n = \text{det}(S_n)$. In addition, we deduce from (2.2.24) that

$$
\lim_{n \to \infty} \frac{d_n}{n^5} = \text{det} \Lambda \quad \text{a.s.} \quad (2.2.33)
$$

Finally, (2.2.31) together with (2.2.32) and (2.2.33) imply (2.2.26), which achieves the proof. \hfill \blacksquare

Our second set of Theorems is an analogue to the first one, and it is related to the almost sure properties of the WLS algorithm of Bercu and Duflo.

**Theorem 2.2.3** Assume that the matrix polynomial $B(z)$ associated with the ARX$_d(p,q)$ model is causal and that either $(\varepsilon_n)_{n \geq 0}$ is a white noise or $(\varepsilon_n)_{n \geq 0}$ has a finite conditional moment of order $\alpha > 2$. Then, for the LS algorithm, we have

$$
\lim_{n \to \infty} (\log n)^{1+\gamma} \frac{S_n(a)}{n} = \Lambda \quad \text{a.s.} \quad (2.2.34)
$$

where the limiting matrix $\Lambda$ is given by (2.1.5).
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Proof. By Theorem 1 of [8], we have

$$\sum_{n=1}^{\infty} a_n (1 - f_n(a)) \| \pi_n \|^2 < +\infty \quad \text{a.s.} \quad (2.2.35)$$

where $f_n(a) = a_n \phi_n^t S_n^{-1}(a) \phi_n$. Then, as $a_n^{-1} = (\log(s_n))^{1+\gamma}$ with $\gamma > 0$, we clearly obtain $a_n^{-1} = O(s_n)$ a.s. and $a_n^{-1} \to \infty$ a.s. As in the proof of Theorem 2.2.2, we get

$$(1 - f_n(a))(1 + g_n(a)) = 1$$

with $g_n(a) = a_n \phi_n^t S_n^{-1}(a) \phi_n$. However, as $g_n(a) \leq \frac{a_n \| \phi_n \|^2}{\lambda_{\min} S_n^{-1}(a)}$, we find that then find that

$$\left( a_n^{-1} + \frac{\| \phi_n \|^2}{\lambda_{\min} S_n^{-1}(a)} \right)^{-1} \leq a_n (1 - f_n(a)),$$

which clearly implies

$$\sum_{n=1}^{\infty} \left( a_n^{-1} + \frac{\| \phi_n \|^2}{\lambda_{\min} S_n^{-1}(a)} \right)^{-1} \| \pi_n \|^2 < +\infty \quad \text{a.s.}$$

Furthermore, as

$$a_n^{-1} + \frac{\| \phi_n \|^2}{\lambda_{\min} S_n^{-1}(a)} = O(s_n) \quad \text{a.s}$$

we get that

$$\sum_{n=1}^{\infty} s_n^{-1} \| \pi_n \|^2 < +\infty \quad \text{a.s.} \quad (2.2.36)$$

Hence, it follows from (2.2.36) together with Kronecker’s lemma given e.g. by Lemma 1.3.14 of [20] that

$$\sum_{k=1}^{n} \| \pi_k \|^2 = o(s_n) \quad \text{a.s.} \quad (2.2.37)$$

Therefore, we obtain from (1.5.1), (2.2.3) and (2.2.37) that

$$\sum_{k=1}^{n} \| X_{k+1} \|^2 = o(s_n) + O(n) \quad \text{a.s.} \quad (2.2.38)$$
In addition, we deduce from assumption \((A_1)\) as it was done in the proof of Theorem 2.2.2 that

\[
\sum_{k=1}^{n} \| U_k \|^2 = o(s_n) + \mathcal{O}(n) \quad \text{a.s.} \tag{2.2.39}
\]

Consequently, we immediately infer from (2.2.38) and (2.2.39) that \(s_n = o(s_n) + \mathcal{O}(n)\), so \(s_n = \mathcal{O}(n)\) a.s. Hence, (2.2.37) implies that

\[
\sum_{k=1}^{n} \| \pi_k \|^2 = o(n) \quad \text{a.s.} \tag{2.2.40}
\]

Proceeding exactly as in the proof of the previous theorem, we find from (2.2.40) that

\[
\lim_{n \to \infty} \frac{S_n}{n} = \Lambda \quad \text{a.s.}
\]

We can also see that

\[
S_n(a) = a_{n+1}S_n + \sum_{k=1}^{n} b_k \frac{S_k}{k} + R \tag{2.2.41}
\]

with \(b_k = k (a_k - a_{k+1})\) and \(R = S_0(a) - a_1S_0\), since

\[
a_{n+1}S_n + \sum_{k=1}^{n} b_k \frac{S_k}{k} + R = \sum_{k=1}^{n} [a_k - a_{k+1}] S_k + R = S_n(a)
\]

In addition

\[
\sum_{k=1}^{n} b_k = \sum_{k=1}^{n} a_k - n a_{n+1}
\]

as \(a_n^{-1}\) is a.s. equivalent to \((\log n)^{1+\gamma}\), we have

\[
\sum_{k=1}^{n} b_k \sim (1 + \gamma) \frac{n a_n}{\log n} \quad \text{a.s.}
\]

which implies

\[
\sum_{k=1}^{n} b_k \to \infty \quad \text{and} \quad \sum_{k=1}^{n} b_k = o(n a_n) \quad \text{a.s.}
\]
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By the Toeplitz’s lemma, we obtain that

$$\left( \sum_{k=1}^{n} b_k \right)^{-1} \sum_{k=1}^{n} b_k \frac{S_k}{k} \rightarrow \Lambda \quad \text{a.s.,}$$

thus

$$(na_n)^{-1} \sum_{k=1}^{n} b_k \frac{S_k}{k} \rightarrow 0 \quad \text{a.s.} \quad (2.2.42)$$

Then (2.2.41) and (2.2.42) imply that

$$\lim_{n \rightarrow \infty} \frac{(\log n)^{1+\gamma} S_n(a)}{n} = \Lambda \quad \text{a.s.} \quad (2.2.43)$$

\[\blacksquare\]

**Theorem 2.2.4** Assume that the ARX_d(p, q) model is strongly controllable. In addition, suppose that either $\varepsilon_n$ is a white noise or $(\varepsilon_n)_{n \geq 0}$ has finite conditional moment of order $\alpha > 2$. In addition, we suppose that the reference trajectory $x = (x_n)_{n \geq 0}$ satisfies (2.0.1). Then, for the WLS algorithm, we have that

$$\lim_{n \rightarrow \infty} \frac{(\log n)^{1+\gamma} S_n(a)}{n} = \Lambda \quad \text{a.s.} \quad (2.2.44)$$

where the limiting matrix $\Lambda$ is given by (2.1.5). In addition, the tracking is optimal

$$\| C_n - \Gamma_n \| = o \left( \frac{(\log n)^{1+\gamma}}{n} \right) \quad \text{a.s.} \quad (2.2.45)$$

Finally, $\hat{\theta}_n$ converges almost surely to $\theta$:

$$\| \hat{\theta}_n - \theta \| = O \left( \frac{(\log n)^{1+\gamma}}{n} \right) \quad \text{a.s.} \quad (2.2.46)$$

**Proof.** Convergence (2.2.44) follows directly from Theorem 2.2.3 with $\Lambda$ given by (2.1.5). We have from (2.2.44) that $a_n S_n \leq S_n(a)$ so $na_n = O(\lambda_{\min}(S_n(a)))$, thus we can obtain that $f_n(a)$ tends to zero a.s. Consequently, we find from (2.2.35) and Kronecker’s Lemma that

$$\sum_{k=1}^{n} \| \pi_k \|^2 = o((\log s_n)^{1+\gamma}) \quad \text{a.s.} \quad (2.2.47)$$
Then, (2.2.45) clearly follows from (2.2.29) and (2.2.47). Finally, by Theorem 1 of [8]
\[ \| \hat{\theta}_{n+1} - \theta \|^2 = \mathcal{O} \left( \frac{1}{\lambda_{\min} S_n(a)} \right) \quad \text{a.s.} \quad (2.2.48) \]
Hence, we obtain (2.2.46) from (2.2.44) and (2.2.48), which completes the proof.

Now, we are concerned about proving a CLT and a LIL for the LS and the WLS algorithms in the adaptive tracking ARX_d(p, q) framework. These results are a generalisation of those established in [7] and [32].

In order to prove these results, we need the following lemmas on regressive sequences given in [7]. Let \( \epsilon = (\epsilon_n)_{n \geq 0} \) be a \( d \)-dimensional noise, adapted to \( \mathcal{F} \), which satisfies \( E[\epsilon_{n+1} \epsilon_{n+1}^t | \mathcal{F}_n] = \Gamma \), where \( \Gamma \) is a deterministic covariance matrix. Let \( \varphi = (\varphi_n)_{n \geq 0} \) be a \( \delta \)-dimensional sequence of random vectors, adapted to \( \mathcal{F} \). Set, for \( n \geq 0 \),
\[ M_n = M_0 + \sum_{k=1}^{n} \varphi_{k-1} \epsilon_k^t, \quad S_n(\varphi) = \sum_{k=0}^{n} \varphi_k \varphi_k^t + S. \]

**Lemma 2.2.2** : Let \( (c_n)_{n \geq 0} \) be a deterministic real sequence increasing to infinity. Assume that, for all \( \epsilon > 0 \),
\[ c_n^{-1} S_{n-1} \overset{P}{\rightarrow} L \]
\[ c_n^{-1} \sum_{k=1}^{n} \mathbb{E} \left[ \| \Delta M_k \|^2 1_{\{\| \Delta M_k \| \geq \epsilon \sqrt{c_n} \}} | \mathcal{F}_{k-1} \right] \overset{P}{\rightarrow} 0 \quad (2.2.49) \]
where \( \Delta M_k = M_k - M_{k-1} \). Then \( c_n^{-1} M_n \) tends a.s. toward 0 and
\[ \frac{1}{\sqrt{c_n}} M_n \overset{L}{\rightarrow} N(0, L \otimes \Gamma). \]

In addition, if \( L \) is positive definite, we have the CLT
\[ \sqrt{c_n} S_{n-1}^{-1} M_n \overset{L}{\rightarrow} N(0, L^{-1} \otimes \Gamma). \]
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**Remark 3**: Assume that $\varepsilon$ has a finite conditional moment of order greater than 2. Then Lindeberg’s condition (2.2.49) is satisfied if $\|\varphi_n\|^2 = o(c_n)$ a.s.

**Lemma 2.2.3**: Let $(c_n)_{n \geq 0}$ be a deterministic real sequence increasing to infinity. Assume that the noise $\varepsilon$ has finite conditional moment $\alpha > 2$. Also assume that

$$c_n^{-1}S_{n-1} \to L \quad \text{a.s.}$$

$$\sum_{n=1}^{\infty} \left( \frac{\|\varphi_n\|}{\sqrt{c_n}} \right)^{\beta} < +\infty \quad \text{a.s.}$$

with $2 < \beta \leq \alpha$. Then for any vector $u \in \mathbb{R}^d$ and $v \in \mathbb{R}^d$ such that $v^tLv > 0$, we have

$$\limsup_{n \to \infty} \left( \frac{1}{2c_n \log \log c_n} \right)^{1/2} v^t M_n u = -\liminf_{n \to \infty} \left( \frac{1}{2c_n \log \log c_n} \right)^{1/2} v^t M_n u$$

$$= (v^tLv)^{1/2} (u^t \Gamma u)^{1/2} \quad \text{a.s. (2.2.50)}$$

In addition, if $L$ is positive definite, we have the LIL

$$\limsup_{n \to \infty} \left( \frac{c_n}{2 \log \log c_n} \right)^{1/2} v^t S_{n-1}^{-1} M_n u = -\liminf_{n \to \infty} \left( \frac{c_n}{2 \log \log c_n} \right)^{1/2} v^t S_{n-1}^{-1} M_n u$$

$$= (v^t L^{-1}v)^{1/2} (u^t \Gamma u)^{1/2} \quad \text{a.s. (2.2.51)}$$

Now we are in position to prove that the LS and the WLS algorithms share the same CLT and the same LIL.

**Theorem 2.2.5** Assume that the ARX$_d(p,q)$ model is strongly controllable and that $(\varepsilon_n)_{n \geq 0}$ has finite conditional moment of order $\alpha > 2$. In addition,
suppose that \((x_n)_{n \geq 0}\) satisfies (2.0.1) and has the same regularity in norm as
\((\epsilon_n)_{n \geq 0}\) which means that for all \(2 < \beta < \alpha\),
\[
\sum_{k=1}^{n} \| x_k \|^\beta = O(n) \quad \text{a.s.} \tag{2.2.52}
\]
Then, the LS and WLS algorithms share the same central limit theorem
\[
\sqrt{n} (\hat{\theta}_n - \theta) \overset{d}{\sim} N(0, \Lambda^{-1} \otimes \Gamma) \tag{2.2.53}
\]
where the inverse matrix \(\Lambda^{-1}\) is given by (2.1.12) and the symbol \(\otimes\) stands
for the matrix Kronecker product. In addition, for any vectors \(u \in \mathbb{R}^d\) and
\(v \in \mathbb{R}^d\), they also share the same law of iterated logarithm
\[
\limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} v^t (\hat{\theta}_n - \theta) u = - \liminf_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} v^t (\hat{\theta}_n - \theta) u
= \left( v^t \Lambda^{-1} v \right)^{1/2} \left( u^t \Gamma u \right)^{1/2} \quad \text{a.s.}
\]
In particular,
\[
\left( \frac{\lambda_{\min} \Gamma}{\lambda_{\max} \Gamma} \right) \leq \limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right) \| \hat{\theta}_n - \theta \|^2 \leq \left( \frac{\lambda_{\max} \Gamma}{\lambda_{\min} \Gamma} \right) \quad \text{a.s.} \tag{2.2.54}
\]
where \(\lambda_{\min} \Gamma\) and \(\lambda_{\max} \Gamma\) are the minimum and maximum eigenvalues of \(\Gamma\).

**Proof.** First of all, it follows from (1.1.22) and (1.3.4) that, for all \(n \geq 1\),
\[
\hat{\theta}_n - \theta = S_{n-1}^{-1}(a) M_n(a) \tag{2.2.55}
\]
where
\[
M_n(a) = \tilde{\theta}_0 - \theta + \sum_{k=1}^{n} a_{k-1} \phi_{k-1} \epsilon_k. \tag{2.2.56}
\]
On the one hand, for the LS algorithm, we deduce (2.2.53) from convergence
(2.2.24) and decomposition (2.2.55) by choosing \(\varphi_n = \phi_n\) and \(c_n = n\) in
Lemma 2.2.2. Next, we make use of the LIL given by Lemma 2.2.3. Since
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\( \varepsilon \) has a finite conditional moment of order \( \alpha > 2 \), we obtain from Chow’s Lemma, given e.g. by Corollary 2.8.5 of [58], that, for all \( 2 < \beta < \alpha \),

\[
\sum_{k=1}^{\infty} \| \varepsilon_k \|^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \tag{2.2.57}
\]

Consequently, as the reference trajectory \((x_n)\) satisfies (2.2.52), we deduce from (2.2.3) together with (2.2.24) and (2.2.57) that

\[
\sum_{k=1}^{n} \| X_k \|^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \tag{2.2.58}
\]

Furthermore, it follows from (2.2.9) and (2.2.58) that

\[
\sum_{k=1}^{n} \| U_k \|^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \tag{2.2.59}
\]

Hence, we clearly obtain from (2.2.58) and (2.2.59) that

\[
\sum_{k=1}^{n} \| \phi_k \|^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \tag{2.2.60}
\]

Therefore, as \( \beta > 2 \), (2.2.60) immediately implies that

\[
\sum_{n=1}^{\infty} \left( \frac{\| \phi_n \|}{\sqrt{n}} \right)^{\beta} < +\infty \quad \text{a.s.}
\]

Finally, we find (2.2.54) via Lemma 2.2.3 and (2.2.24) and equation (2.2.55). On the other hand, for the WLS algorithm, we take \( \varphi_n = a_n\phi_n \) and \( c_n = n (\log n)^{-2(1+\gamma)} \). Setting

\[
Q_n(a) = \sum_{k=0}^{n} \phi_k \phi_k^t + S = \sum_{k=0}^{n} a_k^2 \phi_k \phi_k^t + S
\]

we can see that

\[
Q_n(a) = a_{n+1} S_n(a) + \sum_{k=1}^{n} b_k \frac{S_k(a)}{k} (\log k)^{\gamma+1} + R
\]
where \( b_k = \frac{k(a_k-a_{k+1})}{(\log k)^{1+\gamma}} \) and \( R = S_0(a) - a_1S_0 \). In addition,

\[
\sum_{k=1}^{n} b_k \sim \sum_{k=1}^{n} \frac{1}{(\log n)^{2+2\gamma}} - \frac{n\alpha_{n+1}}{(\log n)^{1+\gamma}} \quad \text{a.s.}
\]

and thus

\[
\sum_{k=1}^{n} b_k \sim \frac{n\alpha_n^2}{\log n} (1 + \gamma),
\]

which implies

\[
\sum_{k=1}^{n} b_k \to \infty \quad \text{and} \quad \sum_{k=1}^{n} b_k = o\left(n\alpha_n^2\right).
\]

By Toeplitz's lemma, we have

\[
\left(\sum_{k=1}^{n} b_k\right)^{-1} \sum_{k=1}^{n} b_k \frac{S_k(a)}{k} (\log k)^{\gamma+1} \to \Lambda \quad \text{a.s.,}
\]

so

\[
(n\alpha_n^2)^{-1} \sum_{k=1}^{n} b_k \frac{S_k(a)}{k} (\log k)^{\gamma+1} \to 0 \quad \text{a.s.} \tag{2.2.61}
\]

Then, from (2.2.41) and (2.2.42) we get that

\[
\lim_{n \to \infty} (\log n)^{2+2\gamma} \frac{Q_n(a)}{n} = \Lambda \quad \text{a.s.} \tag{2.2.62}
\]

which lead us to obtain (2.2.53), using (2.2.44) and Lemma 2.2.2. If \( \varepsilon \) has finite conditional moment of order \( \alpha > 2 \), we find from Chow's Lemma [58] that, for all \( 2 < \beta < \alpha \),

\[
\sum_{k=1}^{n} (a_k \| e_k \|)^\beta = O(n) \quad \text{a.s.} \tag{2.2.63}
\]

From (2.2.52) we have that

\[
\sum_{k=1}^{n} (a_k \| x_k \|)^\beta = O(n) \quad \text{a.s.}
\]
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and (2.2.47) implies
\[ \sum_{k=1}^{n} (a_k \| \pi_k \|)^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \]

Then we get
\[ \sum_{k=1}^{n} (a_k \| \phi_k \|)^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \]

and, finally,
\[ \sum_{n=1}^{\infty} \left( \frac{a_n \| \phi_n \|}{\sqrt{c_n}} \right)^{\beta} = \mathcal{O}(n) \quad \text{a.s.} \]

Now, we make use of Lemma 2.2.3 to obtain (2.2.54) ■

2.3 Numerical Experiments

The goal of this section is to realize some numerical experiments for illustrating via some pictures the asymptotical results of this Chapter. For the sake of simplicity, in the first and second example, the reference trajectory \((x_n)_{n \geq 0}\) is chosen to be identically zero; i.e., (2.0.1) is satisfied. In all the experiments the driven noise \((\epsilon_n)_{n \geq 0}\) is white Gaussian \(\mathcal{N}(0, I)\). First, we will consider one Strongly Controllable model in dimension \(d = 2\). Next, we will consider one non Strongly Controllable \(ARX_2(1, 1)\) model in order to show that the Strongly Controllability assumption can not be avoided if we use the control defined in (1.4.4). All the simulations will be based on 400 realizations of a sample size 10000.

Example 1. First, consider the \(ARX_2(1, 1)\) model
\[ X_{n+1} = AX_n + U_n + BU_{n-1} + \epsilon_{n+1} \]

with
\[ A = \begin{pmatrix} 2 & 0 \\ 0 & 1/2 \end{pmatrix} \quad \text{and} \quad B = \frac{1}{4} \begin{pmatrix} 3 & 0 \\ 0 & -1 \end{pmatrix}. \]
Figure 2.1: Almost sure convergence for LS algorithm, Example 1
Figure 2.2: CLT for LS algorithm, Example 1
We can see that this $ARX_2(1,1)$ model is Strongly Controllable since $\text{det}(A) = 1 > 0$ and the polynomial $B(z) = I_2 + Bz$ is causal. We have for all $k \geq 1$ that $P_k = -(B)^{k-1} A$. Moreover,

$$H = \sum_{k=1}^{\infty} B^{k-1} A^2 B^{k-1}$$

$$= A^2 \sum_{k=0}^{\infty} B^{2k} = A^2 (I_2 - B^2)^{-1}.$$ 

consequently

$$H = \begin{pmatrix} 64/7 & 0 \\ 0 & 4/15 \end{pmatrix}.$$

Therefore the limiting matrix $\Lambda$ is

$$\Lambda = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 64/7 & 0 \\ 0 & 0 & 0 & 4/15 \end{pmatrix}.$$

One can observe that $\text{det}(\Lambda) \neq 0$ and then $\Lambda^{-1}$ exists, and we can talk about the CLT for each coordinate of $\hat{\theta}_n$. Figure 2.1 shows the almost sure convergence for LS estimator, for every coordinate which is not zero in matrices $A$ and $B$. While in Figure 2.2 we can observe that the non zero coordinates of

$$Z_N = \sqrt{N} \Lambda^{1/2} (\hat{\theta}_N - \theta)$$

(2.3.1)

have a $\mathcal{N}(0,1)$ distribution, as we expected.

**Example 2.** In order to show that the strong controllability assumption can not be avoided if we use the adaptive tracking control (1.4.4), let us consider almost the same $ARX_2(1,1)$ model as in example 1 with

$$A = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \frac{1}{4} \begin{pmatrix} 3 & 0 \\ 0 & -1 \end{pmatrix}.$$
Figure 2.3: Almost sure convergence for LS algorithm of a non Strongly Controllable models, Example 2
Figure 2.4: CLT for LS algorithm, Example 2
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We have changed the second diagonal term of the matrix $A$. We have that $\det(A) = 0$, thus this $ARX_2(1, 1)$ model is not strongly controllable. In addition we find that

$$H = \begin{pmatrix} 64/7 & 0 \\ 0 & 0 \end{pmatrix}.$$ 

and

$$\Lambda = \frac{1}{7} \begin{pmatrix} 7 & 0 & 0 & 0 \\ 0 & 7 & 0 & 0 \\ 0 & 0 & 64 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$ 

We can observe that this matrix is not invertible, so we cannot expect that the strong law of large numbers is satisfied for every entry of $\hat{\theta}_n$. In fact, Figure 2.3 shows that only the matrix $A$ and the first diagonal term of matrix $B$ are properly estimated and we can see in Figure 2.4 that CLT only holds for non zero diagonal coordinates of matrix $A$. 
Chapter 3

Non Strong Controllable Models

We are facing now with the problem in which an $ARX_d(p, q)$ model is not necessarily a strongly controllable one. The complication in this case if we consider a reference trajectory which satisfies (2.0.1) and the control given by (1.4.4) is that even we can have convergences (2.2.24) (LS) or (2.2.44) (WLS), we cannot say that the limit matrix $\Lambda$ is positive definite. In this Chapter, we use the Aström and Wittenmark adaptive tracking control with a persistent excitation in the multidimensional $ARX_d(p, q)$ framework to be able to avoid the Strongly Controllable condition and obtain similar results for the LS and WLS algorithms of those achieved in the Chapter 2.

3.1 Persistently Excited Tracking

The concept of persistent excitation is well-known in the control community. Since the pioneers works of Anderson [3] and Moore [50], this concept was successfully used in a large variety of fields of application going from economics [2], [18], to adaptive or learning control [17], [46], [47], [26], or mechanical engineering and robotics [25] [37] and [1].
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To this end, we use the persistently excited adaptive tracking control given, for all \( n \geq 0 \), by

\[
U_n = x_{n+1} - \hat{\theta}_n^t \phi_n + \xi_{n+1} 
\]

where the reference trajectory \( x \) still satisfies (2.0.1) and \( \xi = (\xi_n)_{n \geq 0} \) is an exogenous noise of dimension \( d \), adapted to \( \mathcal{F} \), with mean 0 and positive definite covariance matrix \( \Delta \). In addition, we assume that \( \xi \) is independent of \( \varepsilon \), of \( x \), and of the initial state of the system. We observe that this control is nothing more than the adaptive tracking control of Aström and Wittenmark plus the exogenous noise \( \xi \). Substituting (3.1.1) in (1.1.22) we obtain

\[
X_{n+1} - x_{n+1} = \pi_n + \varepsilon_{n+1} + \xi_{n+1} \quad (3.1.2)
\]

In this new case, the tracking is said to be residually optimal if \( C_n \) given by (2.2.1) converges a.s. to \( \Gamma + \Delta \). If the noise \( \xi \) satisfies the strong law of large numbers and

\[
\Delta_n = \frac{1}{n} \sum_{k=1}^{n} (\varepsilon_k + \xi_k)(\varepsilon_k + \xi_k)^t, \quad (3.1.3)
\]

then using Theorem 4.3.16 of [20], we find that

\[
\lim_{n \to \infty} \Delta_n = \Gamma + \Delta \quad \text{a.s.} \quad (3.1.4)
\]

Exactly as in Chapter 2, in order to develop an analogue asymptotical analysis we need to define a suitable matrix \( \Lambda^{exc} \), and we need to prove the corresponding Lemma about its invertibility. In an informal way, we need to incorporate to the block matrix \( \Lambda \) given by (2.1.5) the effect offered by the exogenous noise. Thus, for all \( 1 \leq i \leq q \), denote by \( H_i^{exc} \) the square matrix of order \( d \)

\[
H_i^{exc} = \sum_{k=i}^{\infty} P_k \Gamma P_k^t + \sum_{k=i-1}^{\infty} Q_k \Delta Q_k^t \quad (3.1.5)
\]

where for all \( k \geq 0 \), \( Q_k = D_k + P_k \) are given in the recursions (1.1.26), (1.1.27), (1.1.29) and (1.1.30). In addition, let \( H^{exc} \) be the symmetric square
matrix of order $dq$

$$H^{exc} = \begin{pmatrix}
H_{1}^{exc} & H_{2}^{exc} & \ldots & H_{q-1}^{exc} & H_{q}^{exc} \\
(H_{2}^{exc})^t & H_{1}^{exc} & H_{2}^{exc} & \ldots & H_{q-1}^{exc} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
(H_{q-1}^{exc})^t & \ldots & (H_{2}^{exc})^t & H_{1}^{exc} & H_{2}^{exc} \\
(H_{q}^{exc})^t & (H_{q-1}^{exc})^t & \ldots & (H_{2}^{exc})^t & H_{1}^{exc}
\end{pmatrix}. \tag{3.1.5}$$

For all $1 \leq i \leq p$, let $K_{i}^{exc} = P_{i} \Gamma + Q_{i} \Delta$ with $K_{0}^{exc} = \Delta$, and denote by $K^{exc}$ the rectangular matrix of dimension $dq \times dp$ given, if $p \geq q$, by

$$K^{exc} = \begin{pmatrix}
K_{0}^{exc} & K_{1}^{exc} & K_{2}^{exc} & \ldots & \ldots & K_{p-2}^{exc} & K_{p-1}^{exc} \\
0 & K_{0}^{exc} & K_{1}^{exc} & \ldots & \ldots & K_{p-3}^{exc} & K_{p-2}^{exc} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & K_{0}^{exc} & K_{1}^{exc} & K_{2}^{exc} & \ldots & K_{p-q+1}^{exc} \\
0 & \ldots & \ldots & K_{0}^{exc} & K_{1}^{exc} & \ldots & K_{p-q}^{exc}
\end{pmatrix}$$

and, if $p \leq q$, by

$$K^{exc} = \begin{pmatrix}
K_{0}^{exc} & K_{1}^{exc} & \ldots & K_{p-2}^{exc} & K_{p-1}^{exc} \\
0 & K_{0}^{exc} & K_{1}^{exc} & \ldots & K_{p-3}^{exc} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & K_{0}^{exc} & K_{1}^{exc} \\
0 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0
\end{pmatrix}.$$ 

Finally, let $L^{exc}$ be the block diagonal matrix of order $dp$

$$L^{exc} = \begin{pmatrix}
\Gamma + \Delta & 0 & \ldots & 0 & 0 \\
0 & \Gamma + \Delta & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & \Gamma + \Delta & 0 \\
0 & 0 & \ldots & 0 & \Gamma + \Delta
\end{pmatrix}. \tag{3.1.6}$$
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and denote as in Chapter 2, by $\Lambda^{exc}$ the symmetric square matrix of order $\delta = d(p + q)$

$$\Lambda^{exc} = \begin{pmatrix} L^{exc} & (K^{exc})^t \\ K^{exc} & H^{exc} \end{pmatrix}.$$  

(3.1.7)

The corresponding lemma about the invertibility of $\Lambda^{exc}$ avoids the Strongly Controllable condition, as we can see next.

**Lemma 3.1.1** Let $S$ be the Schur complement of $L^{exc}$ in $\Lambda^{exc}$

$$S = H^{exc} - K^{exc}(L^{exc})^{-1}(K^{exc})^t.$$  

(3.1.8)

If $(A_1)$ holds, then $S$ and $\Lambda^{exc}$ are invertible and

$$(\Lambda^{exc})^{-1} = \begin{pmatrix} (L^{exc})^{-1} + (L^{exc})^{-1}(K^{exc})^tS^{-1}K^{exc}(L^{exc})^{-1} & -(L^{exc})^{-1}(K^{exc})^tS^{-1} \\ -S^{-1}K^{exc}(L^{exc})^{-1} & S^{-1} \end{pmatrix}.$$  

(3.1.9)

The proofs of all the results of this Chapter conserve the spirit and techniques of the ones exposed in the Chapter 2.

**Proof.** Let $M$ and $M'$ be the infinite-dimensional diagonal square matrices

$$M = \begin{pmatrix} \Gamma & 0 & \cdots & \cdots & \cdots \\ 0 & \Gamma & 0 & \cdots & \cdots \\ \cdots & 0 & \Gamma & 0 & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \end{pmatrix},$$

$$M' = \begin{pmatrix} \Delta & 0 & \cdots & \cdots & \cdots \\ 0 & \Delta & 0 & \cdots & \cdots \\ \cdots & 0 & \Delta & 0 & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \end{pmatrix}.$$
Moreover, denote by $T$ and $U$ respectively the infinite-dimensional rectangular matrices with $dq$ rows and an infinite number of columns given, if $p \geq q$, by

$$
T = \begin{pmatrix}
    P_p & P_{p+1} & \cdots & P_k & P_{k+1} & \cdots \\
    P_{p-1} & P_p & \cdots & P_{k-1} & P_k & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
    P_{p-q+2} & P_{p-q+3} & \cdots & P_{k-q+2} & P_{k-q+3} & \cdots \\
    P_{p-q+1} & P_{p-q+2} & \cdots & P_{k-q+1} & P_{k-q+2} & \cdots
\end{pmatrix}
$$

$$
U = \begin{pmatrix}
    Q_p & Q_{p+1} & \cdots & Q_k & Q_{k+1} & \cdots \\
    Q_{p-1} & Q_p & \cdots & Q_{k-1} & Q_k & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
    Q_{p-q+2} & Q_{p-q+3} & \cdots & Q_{k-q+2} & Q_{k-q+3} & \cdots \\
    Q_{p-q+1} & Q_{p-q+2} & \cdots & Q_{k-q+1} & Q_{k-q+2} & \cdots
\end{pmatrix}
$$

while, if $p \leq q$, by

$$
T = \begin{pmatrix}
    P_p & P_{p+1} & \cdots & \cdots & P_k & P_{k+1} & \cdots \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots \\
    P_1 & P_2 & \cdots & \cdots & P_{k-p+1} & P_{k-p+2} & \cdots \\
    0 & P_1 & P_2 & \cdots & P_{k-p} & P_{k-p+1} & \cdots \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots \\
    0 & \cdots & \cdots & 0 & P_1 & P_2 & \cdots
\end{pmatrix}
$$

$$
U = \begin{pmatrix}
    Q_p & Q_{p+1} & \cdots & \cdots & Q_k & Q_{k+1} & \cdots \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots \\
    Q_1 & Q_2 & \cdots & \cdots & Q_{k-p+1} & Q_{k-p+2} & \cdots \\
    Q_0 & Q_1 & Q_2 & \cdots & Q_{k-p} & Q_{k-p+1} & \cdots \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots \\
    0 & \cdots & \cdots & 0 & Q_0 & Q_1 & \cdots
\end{pmatrix}
$$

In addition, let $V$ be, if $p \geq q$, the matrix with $dq$ rows and $dp$ columns
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given, by

$$V = \begin{pmatrix}
D_0 & D_1 & D_2 & \cdots & D_{p-2} & D_{p-1} \\
0 & D_0 & D_1 & \cdots & D_{p-3} & D_{p-2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & D_0 & D_1 & \cdots & D_{p-q+1} \\
0 & \cdots & \cdots & D_0 & D_1 & \cdots & D_{p-q}
\end{pmatrix}$$

while, if $p \leq q$, the upper triangular square matrix of order $dp$ given, by

$$V = \begin{pmatrix}
D_0 & D_1 & \cdots & D_{p-2} & D_{p-1} \\
0 & D_0 & D_1 & \cdots & D_{p-2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & 0 & D_0
\end{pmatrix}.$$ 

Finally, let $N$ be the block diagonal matrix of order $dp$ given by

$$N = \text{diag} (\Sigma, \ldots, \Sigma).$$

where $\Sigma = \Delta - \Delta (\Gamma + \Delta)^{-1} \Delta$ is a positive definite matrix.

First, if $p \geq q$, we can deduce from (3.1.8) after some straightforward, although rather lengthy, linear algebra calculations that

$$S = TMT^t + UM'U^t + VNV^t. \quad (3.1.10)$$

We now focus our attention into the last term in (3.1.10). We can clearly see that $VNV^t$ is positive definite since $N$ is positive definite. Thus $S$ is invertible.

Now, if $p \leq q$, we can see from (3.1.8) that

$$S = TMT^t + UM'U^t + R \quad (3.1.11)$$

where

$$R = \begin{pmatrix}
VNV^t & Z \\
Z^t & W
\end{pmatrix}$$
with $Z$ equal to the zeros matrix of order $dp \times d(q - p)$, and $W$ is the block
diagonal matrix of order $d(q - p)$

$$W = \text{diag} (\Delta, \cdots, \Delta).$$ (3.1.12)

Then, if we look at the fact that $VNV^t$ and $W$ are positive definite, we can see that $R$ is also positive definite and thus $S$ is invertible.

Finally, as

$$\det(\Lambda) = \det(L) \det(S) = \det(\Gamma + \Delta)^p \det(S),$$ (3.1.13)

we obtain from (3.1.13) that $\Lambda$ is invertible and formula (3.1.9) follows from

[36] page 18, which completes the proof of Lemma 3.1.1 ■

3.2 Main Results

The first Theorem of this Chapter, which is an analogue to Theorem 2.2.2 concerns the almost sure properties of the LS algorithm when the persistently excited Aström and Wittenmark adaptive tracking control is used. However, as it was mentioned before, the spirit of the proof of Theorem 2.2.2 is present, this is why we will not display all the details.

**Theorem 3.2.1** Assume that the ARX$_d(p,q)$ model satisfies $(A_1)$ and that $(\varepsilon_n)$ has finite conditional moment of order $\alpha > 2$. Then, for the LS algorithm, we have

$$\lim_{n \to \infty} \frac{S_n}{n} = \Lambda^{exc} \quad \text{a.s.}$$ (3.2.1)

where the limiting matrix $\Lambda^{exc}$ is given by (3.1.7). In addition, the tracking is residually optimal

$$\| C_n - \Delta_n \| = O \left( \frac{\log n}{n} \right) \quad \text{a.s.}$$ (3.2.2)
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Finally, \( \hat{\theta}_n \) converges almost surely to \( \theta \)

\[
\| \hat{\theta}_n - \theta \|_2^2 = \mathcal{O}\left( \frac{\log n}{n} \right) \quad \text{a.s.} \tag{3.2.3}
\]

**Proof.** Once again, we shall make use of the same approach as Bercu [14] or Guo and Chen [31]. First of all, we recall that for all \( n \geq 0 \),

\[
X_{n+1} - x_{n+1} = \pi_n + \varepsilon_{n+1} + \xi_{n+1}. \tag{3.2.4}
\]

It follows from (3.2.4) and the strong law of large numbers for martingales given in Corollary 1.3.25 of [20] that

\[
\lim \inf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| X_k \|^2 \geq \text{tr}(\Gamma + \Delta) \quad \text{a.s.}
\]

As \( \Gamma \) and \( \Delta \) are positive definite, it clearly implies that \( n = \mathcal{O}(s_n) \) a.s.

Moreover, by Theorem 1 of [7] or Lemma 1 of [31], we have

\[
\sum_{k=1}^{n} (1 - f_k) \| \pi_k \|^2 = \mathcal{O}(\log s_n) \quad \text{a.s.} \tag{3.2.5}
\]

where \( f_n = \Phi_n \ell S_{n-1}^{-1} \Phi_n \). Hence, if \( (\varepsilon_n) \) has finite conditional moment of order \( \alpha > 2 \), we can show via the minimum phase assumption on the matrix polynomial \( B \) together with (3.2.5) that \( \| \Phi_n \|^2 = \mathcal{O}(s_n^\beta) \) a.s. for all \( 2\alpha^{-1} < \beta < 1 \).

In addition, let \( g_n = \Phi_n \ell S_{n-1}^{-1} \Phi_n \) and \( \delta_n = \text{tr}(S_{n-1}^{-1} - S_n^{-1}) \). It follows from Proposition 4.2.12 of [20] that

\[
(1 - f_n)(1 + g_n) = 1.
\]

Moreover, as

\[
\sum_{n=1}^{\infty} \delta_n = \sum_{n=1}^{\infty} \text{tr}(S_{n-1}^{-1} - S_n^{-1}) \leq \text{tr}(I_\delta) = \delta,
\]

the sequence \( (\delta_n) \) goes to zero a.s. Consequently, as

\[
1 + g_n \leq 2 + \delta_n \| \Phi_n \|^2,
\]
we find that
\[ \sum_{k=1}^{n} \| \pi_k \|^2 = \sum_{k=1}^{n} (1 - f_k)(1 + g_k) \| \pi_k \|^2, \]
which leads to
\[ \sum_{k=1}^{n} \| \pi_k \|^2 \leq 2 \sum_{k=1}^{n} (1 - f_k) \| \pi_k \|^2 + \sum_{k=1}^{n} (1 - f_k) \delta_k \| \Phi_k \|^2 \| \pi_k \|^2. \quad (3.2.6) \]
Hence, we deduce from (3.2.5) together with (3.2.6) that
\[ \sum_{k=1}^{n} \| \pi_k \|^2 = o(s_n^{\beta} \log s_n) \quad \text{a.s.} \quad (3.2.7) \]
Therefore, we obtain from (2.0.1), (3.2.4) and (3.2.7) that
\[ \sum_{k=1}^{n} \| X_{k+1} \|^2 = o(s_n^{\beta} \log s_n) + O(n) \quad \text{a.s.} \quad (3.2.8) \]
Furthermore, as $B$ is minimum phase, we find from relation (1.1.18) that
\[ U_n = B^{-1}(R)A(R)X_{n+1} - B^{-1}(R)\varepsilon_{n+1} \quad (3.2.9) \]
which implies by (3.2.8) that
\[ \sum_{k=1}^{n} \| U_k \|^2 = o(s_n^{\beta} \log s_n) + O(n) \quad \text{a.s.} \quad (3.2.10) \]
It remains to put together the two contributions (3.2.8) and (3.2.10) to deduce that $s_n = o(s_n) + O(n)$ a.s. so that $s_n = O(n)$ a.s. Hence, it follows from (3.2.7) with $\beta < 1$ that
\[ \sum_{k=1}^{n} \| \pi_k \|^2 = o(n) \quad \text{a.s.} \quad (3.2.11) \]
Consequently, we obtain from (2.0.1), (3.2.4), (3.2.11) and the strong law of large numbers for martingales [20] that
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X_k' = \Gamma + \Delta \quad \text{a.s.} \]
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and, for all $1 \leq i \leq p - 1$,

$$\sum_{k=0}^{n} X_k X_{k-i}^t = o(n) \text{ a.s.}$$

which implies that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_p^t (X_k^p)^t = L^{exc} \text{ a.s. (3.2.12)}$$

where $L^{exc}$ is given by (3.1.6). Furthermore, it follows from (1.1.18), (3.2.4) and (3.2.9) that for all $n \geq 0$

$$U_n = B^{-1}(R) A(R) X_{n+1} - B^{-1}(R) \varepsilon_{n+1},$$

$$= V_n + W_{n+1} + Z_{n+1},$$

where

$$V_n = B^{-1}(R) A(R) (\pi_n - x_{n+1}),$$

$$W_{n+1} = P(R) \varepsilon_{n+1},$$

$$Z_{n+1} = B^{-1}(R) A(R) \xi_{n+1}.$$ 

Consequently, we deduce from the Cauchy-Schwarz inequality together with (2.0.1), (3.2.11), and the strong law of large numbers for martingales [20] that for all $1 \leq i \leq q$

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k U_{k-i+1}^t = H^t_i^{exc} \text{ a.s.}$$

which ensures that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k^q (U_k^q)^t = H^{exc} \text{ a.s. (3.2.13)}$$

where $H$ is given by (3.1.5). Via the same lines, we also find that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_p^p (U_{k-1}^q)^t = (K^{exc})^t \text{ a.s. (3.2.14)}.$$
Therefore, it follows from the conjunction of (3.2.12), (3.2.13) and (3.2.14) that
\[ \lim_{n \to \infty} \frac{S_n}{n} = \Lambda^{exc} \quad \text{a.s.} \quad (3.2.15) \]
where the limiting matrix \( \Lambda^{exc} \) is given by (3.1.7). Thanks to Lemma 3.1.1, the matrix \( \Lambda^{exc} \) is invertible. On the one hand, it follows from (3.2.15) that
\[ n = \mathcal{O}(\lambda_{\min}(S_n)), \quad \| \Phi_n \|^2 = o(n) \quad \text{a.s.} \]
which implies that \( f_n \) tends to zero a.s. Hence, by (3.2.5), we find that
\[ \sum_{k=1}^{n} \| \pi_k \|^2 = \mathcal{O}(\log n) \quad \text{a.s.} \quad (3.2.16) \]
On the other hand, we obviously have from (3.2.4)
\[ \| C_n - \Sigma_n \| = \mathcal{O} \left( \frac{1}{n} \sum_{k=1}^{n} \| \pi_{k-1} \|^2 \right) \quad \text{a.s.} \quad (3.2.17) \]
Consequently, we immediately obtain the tracking residual optimality (3.2.2) from (3.2.16) and (3.2.17). Furthermore, by a well-known result of Lai and Wei [45] on the LS estimator, we also have
\[ \| \hat{\theta}_{n+1} - \theta \|^2 = \mathcal{O} \left( \frac{\log \lambda_{\max}(S_n)}{\lambda_{\min}(S_n)} \right) \quad \text{a.s.} \quad (3.2.18) \]
Hence (3.2.3) clearly follows from (3.2.15) and (3.2.18), which completes the proof of Theorem 3.2.1. \( \blacksquare \)
The second Theorem of this Chapter offers similar results of those shown in Theorem 2.2.4 and it is related to the almost sure properties of the WLS algorithm of Bercu and Duflo, when the persistently excited adaptive tracking control expressed in (3.1.1) is employed.

**Theorem 3.2.2** Assume that the ARX\(_d(p, q)\) model satisfies (\( A_1 \)). In addition, suppose that either (\( \varepsilon_n \)) is a white noise or (\( \varepsilon_n \)) has a finite conditional moment of order \( \alpha > 2 \). Then, for the WLS algorithm, we have
\[ \lim_{n \to \infty} (\log n)^{1+\gamma} \frac{S_n(a)}{n} = \Lambda^{exc} \quad \text{a.s.} \quad (3.2.19) \]
where the limiting matrix $\Lambda^{xx}$ is given by (3.1.7). In addition, the tracking is residually optimal

$$\| C_n - \Delta_n \| = o \left( \frac{(\log n)^{1+\gamma}}{n} \right) \quad \text{a.s.}$$

Finally, $\hat{\theta}_n$ converges almost surely to $\theta$

$$\| \hat{\theta}_n - \theta \|^2 = O \left( \frac{(\log n)^{1+\gamma}}{n} \right) \quad \text{a.s.}$$

**Proof.** By Theorem 1 of [7], we have

$$\sum_{n=1}^{\infty} a_n (1 - f_n(a)) \| \pi_n \|^2 < +\infty \quad \text{a.s.} \quad (3.2.22)$$

where the coefficient $f_n(a) = a_n \Phi_n^t S_n^{-1}(a) \Phi_n$. Then, as the weighted sequence $(a_n)$ is given by

$$a_n = \left( \frac{1}{\log s_n} \right)^{1+\gamma}$$

with $\gamma > 0$, we clearly have $a_n^{-1} = O(s_n)$ a.s. Hence, it follows from (3.2.22) together with Kronecker’s lemma given e.g. by Lemma 1.3.14 of [20] that

$$\sum_{k=1}^{n} \| \pi_k \|^2 = o(s_n) \quad \text{a.s.} \quad (3.2.23)$$

Therefore, we obtain from (2.0.1), (3.2.4), (3.2.23) and the strong law of large numbers for martingales given in Theorem 4.3.16 of [20] that

$$\sum_{k=1}^{n} \| X_{k+1} \|^2 = o(s_n) + O(n) \quad \text{a.s.} \quad (3.2.24)$$

In addition, we also deduce from the minimum phase assumption on the matrix polynomial $B$ that

$$\sum_{k=1}^{n} \| U_k \|^2 = o(s_n) + O(n) \quad \text{a.s.} \quad (3.2.25)$$
Consequently, we immediately infer from (3.2.24) and (3.2.25) that \( s_n = o(s_n) + \mathcal{O}(n) \) so \( s_n = \mathcal{O}(n) \) a.s. Hence, (3.2.23) implies that
\[
\sum_{k=1}^{n} \| \pi_k \|^2 = o(n) \quad \text{a.s.} 
\]  
(3.2.26)
Via analogues arguments of those presented in the proof of Theorem 2.2.4 we have that
\[
\lim_{n \to \infty} \frac{S_n}{n} = \Lambda^{exc} \quad \text{a.s.}
\]
Via an Abel transform, it ensures that
\[
\lim_{n \to \infty} (\log n)^{1+\gamma} \frac{S_n(a)}{n} = \Lambda^{exc} \quad \text{a.s.} 
\]  
(3.2.27)
We obviously have from (3.2.27) that \( f_n(a) \) tends to zero a.s. Consequently, we obtain from (3.2.22) and Kronecker’s Lemma that
\[
\sum_{k=1}^{n} \| \pi_k \|^2 = o((\log s_n)^{1+\gamma}) \quad \text{a.s.} 
\]  
(3.2.28)
Then, (3.2.20) clearly follows from (3.2.17) and (3.2.28). Finally, by Theorem 1 of [7]
\[
\| \widehat{\theta}_{n+1} - \theta \|^2 = \mathcal{O} \left( \frac{1}{\lambda_{\min} S_n(a)} \right) \quad \text{a.s.} 
\]  
(3.2.29)
Hence, we obtain (3.2.21) from (3.2.27) and (3.2.29), which completes the proof of Theorem 3.2.2

Next we prove a CLT and a LIL similar to the ones exposed in Theorem 2.2.5.

**Theorem 3.2.3** Assume that the ARX(p, q) model satisfies (A1) and that \( \varepsilon \) and \( \xi \) have both a finite conditional moment of order \( \alpha > 2 \). In addition, suppose that \( (x_n) \) satisfies (2.0.1) and has the same regularity in norm as \( (\varepsilon_n) \) which means that for all \( 2 < \beta < \alpha \)
\[
\sum_{k=1}^{n} \| x_k \|^\beta = \mathcal{O}(n) \quad \text{a.s.} 
\]  
(3.2.30)
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Then, the LS and WLS algorithms share the same central limit theorem

$$\sqrt{n}(\hat{\theta}_n - \theta) \sim \mathcal{N}(0, (\Lambda^{exc})^{-1} \otimes \Gamma)$$  \hspace{1cm} (3.2.31)

where the inverse matrix $(\Lambda^{exc})^{-1}$ is given by (3.1.9). In addition, for any vectors $u \in \mathbb{R}^d$ and $v \in \mathbb{R}^d$, they also share the same law of iterated logarithm

$$\limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} v'(\hat{\theta}_n - \theta)u = -\liminf_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} v'(\hat{\theta}_n - \theta)u$$

$$= \left( v'(\Lambda^{exc})^{-1}v \right)^{1/2} \left( u'\Gamma u \right)^{1/2} \text{ a.s.}$$ \hspace{1cm} (3.2.32)

In particular,

$$\left( \frac{\lambda_{\min} \Gamma}{\lambda_{\max} \Lambda^{exc}} \right) \leq \limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right) \| \hat{\theta}_n - \theta \|^2 \leq \left( \frac{\lambda_{\max} \Gamma}{\lambda_{\min} \Lambda^{exc}} \right) \text{ a.s.}$$ \hspace{1cm} (3.2.33)

Proof. First of all, it follows from (1.1.22) and (1.3.1) that for all $n \geq 1$

$$\hat{\theta}_n - \theta = S_{n-1}^{-1}(a)M_n(a)$$ \hspace{1cm} (3.2.34)

where

$$M_n(a) = \hat{\theta}_0 - \theta + \sum_{k=1}^{n} a_{k-1} \Phi_{k-1} \varepsilon_k.$$ \hspace{1cm} (3.2.35)

We now make use of the CLT for multivariate martingales given by Lemma 2.2.2. On the one hand, for the LS algorithm, we clearly deduce (3.2.31) from convergence (3.2.1) and decomposition (3.2.4). On the other hand, for the WLS algorithm, we also infer (3.2.31) from convergence (3.2.19) and (3.2.4). Next, we make use of the LIL for multivariate martingales given by Lemma 2.2.3. For the LS algorithm, since $\varepsilon$ has a finite conditional moment of order $\alpha > 2$, we obtain from Chow’s Lemma given e.g. by Corollary 2.8.5 of [58] that for all $2 < \beta < \alpha$

$$\sum_{k=1}^{n} \| \varepsilon_k \|^\beta = \mathcal{O}(n) \text{ a.s.}$$ \hspace{1cm} (3.2.36)
The exogenous noise $(\xi_n)$ shares the same regularity in norm than $(\varepsilon_n)$ which means that for all $2 < \beta < \alpha$

$$\sum_{k=1}^{n} \| \xi_k \|^\beta = \mathcal{O}(n) \quad \text{a.s.} \quad (3.2.37)$$

Consequently, as the reference trajectory $(x_n)$ satisfies (3.2.30), we deduce from (3.2.4) together with (3.2.16), (3.2.36) and (3.2.37) that for some $2 < \beta < \alpha$

$$\sum_{k=1}^{n} \| X_k \|^\beta = \mathcal{O}(n) \quad \text{a.s.} \quad (3.2.38)$$

Furthermore, it follows from (2.2.10) and (3.2.38) that

$$\sum_{k=1}^{n} \| U_k \|^\beta = \mathcal{O}(n) \quad \text{a.s.} \quad (3.2.39)$$

Hence, we clearly obtain from (3.2.38) and (3.2.39) that

$$\sum_{k=1}^{n} \| \Phi_k \|^\beta = \mathcal{O}(n) \quad \text{a.s.} \quad (3.2.40)$$

Therefore, as $\beta > 2$, (3.2.40) immediately implies that

$$\sum_{n=1}^{\infty} \left( \frac{\| \Phi_n \|}{\sqrt{n}} \right)^\beta < +\infty \quad \text{a.s.}$$

Finally, Lemma 2.2.3 together with convergence (3.2.1) and (3.2.4) lead to (3.2.32). The proof for the WLS algorithm of Bercu and Duflo follows essentially the same arguments than the proof for the LS algorithm and the proof for the WLS of Theorem 2.2.5 \(\blacksquare\)

### 3.3 Note on the Reference Trajectory

In the last section of this Chapter, we obtained asymptotical results for non necessarily Strongly Controllable $ARX_d(p, q)$ models tracking a reference
trajectory which satisfies condition (2.0.1) using a persistent excitation in the adaptive tracking control of Aström and Wittenmark. However it is possible to avoid both the Strongly Controllable assumption and the excitation in the control, when the reference trajectory satisfies the properties expressed by (1.5.1), (1.5.2) and (1.5.3).

To be able to develop the asymptotical analysis for the LS and WLS algorithms, we need to investigate the suitable matrix of order $\delta$:

$$
\Lambda = \begin{pmatrix}
L & K^t \\
K & H
\end{pmatrix},
$$

where for all $1 \leq i \leq q$, $H_i$ is the square matrix of order $d$:

$$
H_i = \sum_{k=i}^{\infty} P_k \Gamma P_k^t + \sum_{k=0}^{i-1} \sum_{t=0}^{\infty} Q_k \nabla_{i+t-k-1} Q_i^t + \sum_{k=i}^{\infty} \sum_{t=k-i+2}^{\infty} Q_k \nabla_{i+t-k-1} Q_i^t.
$$

In addition, let $H$ be the symmetric square matrix of order $dq$:

$$
H = \begin{pmatrix}
H_1 & H_2 & \cdots & H_{q-1} & H_q \\
H_2^t & H_1 & H_2 & \cdots & H_{q-1} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
H_{q-1}^t & \cdots & H_2^t & H_1 & H_2 \\
H_q^t & H_{q-1}^t & \cdots & H_2^t & H_1
\end{pmatrix}.
$$

We also have $K_0 = \nabla + \sum_{k=1}^{\infty} Q_k \nabla_{i-k}$ and for all $1 \leq i \leq p$, let

$$
K_i = P_i \Gamma + \sum_{k=0}^{i} Q_k \nabla_{i-k} + \sum_{k=i+1}^{\infty} Q_k \nabla_{i-k}.
$$

Moreover, we have for all $1 \leq i \leq q - 1$,

$$
\bar{J}_i = + \sum_{k=0}^{\infty} Q_k \nabla_{i+k}.
$$
meanwhile $K'$ denotes the rectangular matrix of dimension $dq \times dp$ given, if $p \geq q$, by

\[
K = \begin{pmatrix}
K_0 & K_1 & K_2 & \cdots & K_{p-2} & K_{p-1} \\
J_1 & K_0 & K_1 & \cdots & K_{p-3} & K_{p-2} \\
J_2 & J_1 & K_0 & \cdots & K_{p-4} & K_{p-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
J_{q-2} & \cdots & K_0 & K_1 & K_2 & \cdots & K_{p-q+1} \\
J_{q-1} & \cdots & J_1 & K_0 & K_1 & \cdots & K_{p-q}
\end{pmatrix}
\]

and, if $p \leq q$, by

\[
\tilde{K} = \begin{pmatrix}
K_0 & K_1 & K_2 & \cdots & K_{p-2} & K_{p-1} \\
J_1 & K_0 & K_1 & \cdots & K_{p-3} & K_{p-2} \\
J_2 & J_1 & K_0 & \cdots & K_{p-4} & K_{p-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
J_{q-2} & \cdots & J_{q-p-1} & J_{q-p} & \cdots & \cdots \\
J_{q-1} & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}
\]

Finally, let $L$ be the block matrix of order $dp$:

\[
L = \begin{pmatrix}
\Gamma + \nabla & \nabla_1 & \cdots & \cdots & \nabla_{p-1} \\
\nabla_1^t & \Gamma + \nabla & \nabla_1 & \cdots & \nabla_{p-2} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\nabla_{p-2}^t & \cdots & \nabla_1^t & \Gamma + \nabla & \nabla_1 \\
\nabla_{p-1}^t & \cdots & \nabla_1^t & \nabla_1 & \Gamma + \nabla
\end{pmatrix}
\]

We present the following convergence
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**Theorem 3.3.1** Assume that the matrix polynomial $B(z)$ associated with the ARX$_d(p, q)$ model is causal and that $(\varepsilon_n)_{n \geq 0}$ has finite conditional moment of order $\alpha > 2$. Then, for the LS algorithm, we have

$$\lim_{n \to \infty} \frac{S_n}{n} = \Lambda \quad a.s. \quad (3.3.6)$$

where the limiting matrix $\Lambda$ is given by (3.3.1).

**Proof.** We shall make use of the same approach as Bercu [7] or Guo and Chen [31]. First of all, we recall that for all $n \geq 0$,

$$X_{n+1} - x_{n+1} = \pi_n + \varepsilon_{n+1} \quad (3.3.7)$$

and

$$s_n = \sum_{k=0}^{n} \| \phi_k \|^2.$$ 

It follows from (3.3.7) and from with the strong law of large numbers for martingales (see e.g. Corollary 1.3.25 part 2 of [20]) that

$$\liminf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| X_k \|^2 \geq \text{tr}(\Gamma + \nabla) \quad a.s.$$ 

As $\Gamma + \nabla$ is invertible and $s_n \geq \sum_{k=1}^{n} \| X_k \|^2$ we have that $n = \mathcal{O}(s_n)$ a.s., which implies that

$$s_n \to \infty \quad a.s. \quad (3.3.8)$$

Moreover, by Theorem 1 of [6] or Lemma 1 of [31], we have

$$\sum_{k=1}^{n} (1 - f_k) \| \pi_k \|^2 = \mathcal{O}(\log s_n) \quad a.s. \quad (3.3.9)$$

where $f_n = \phi_n^T S_n^{-1} \phi_n$. Hence, as $\varepsilon$ has finite conditional moment of order $\alpha > 2$, we can show by the minimum phase assumption $(A_1)$ on the matrix polynomial $B$ together with (3.3.9) [31] that $\| \phi_n \|^2 = \mathcal{O}(s_n^\alpha)$ a.s. for all
\[ 2\alpha^{-1} < \beta < 1. \] In addition, let \( g_n = \phi_n^t S_{n-1}^{-1} \phi_n \) and \( \delta_n = \text{tr}(S_{n-1}^{-1} - S_n^{-1}) \). It follows from Proposition 4.2.12 of [20] that
\[
(1 - f_n)(1 + g_n) = 1.
\]
Moreover, as
\[
\sum_{n=1}^{\infty} \delta_n = \sum_{n=1}^{\infty} \text{tr}(S_{n-1}^{-1} - S_n^{-1}) \leq \text{tr}(I_\delta) = \delta,
\]
the sequence \((\delta_n)\) goes to zero a.s. Consequently, as
\[
1 + g_n \leq 2 + \delta_n \| \Phi_n \|_2^2,
\]
we find that
\[
\sum_{k=1}^{n} \| \pi_k \|_2^2 = \sum_{k=1}^{n} (1 - f_k)(1 + g_k) \| \pi_k \|_2^2,
\]
which leads to
\[
\sum_{k=1}^{n} \| \pi_k \|_2^2 \leq 2 \sum_{k=1}^{n} (1 - f_k) \| \pi_k \|_2^2 + \sum_{k=1}^{n} (1 - f_k) \delta_k \| \Phi_k \|_2^2 \| \pi_k \|_2^2. \quad (3.3.10)
\]
Hence, we deduce from (3.3.9) and (3.3.10) that
\[
\sum_{k=1}^{n} \| \pi_k \|_2^2 = o(s_n^\beta \log s_n) \quad \text{a.s.} \quad (3.3.11)
\]
Therefore, we obtain from (1.5.1), (3.3.7) and (3.3.11) that
\[
\sum_{k=1}^{n} \| X_{k+1} \|_2^2 = o(s_n^\beta \log s_n) + O(n) \quad \text{a.s.} \quad (3.3.12)
\]
Furthermore, we infer from assumption \((A_1)\) that
\[
U_n = B^{-1}(R)A(R)X_{n+1} - B^{-1}(R)\varepsilon_{n+1}, \quad (3.3.13)
\]
so we have from (3.3.13) that
\[
\sum_{k=1}^{n} \| U_k \|_2^2 \leq 2 \sum_{k=1}^{n} \| B^{-1}(R)A(R)X_{k+1} \|_2^2 + 2 \sum_{k=1}^{n} \| B^{-1}(R)\varepsilon_{n+1} \|_2^2. \quad (3.3.14)
\]
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Relation (3.3.12) together with Cauchy-Schwarz inequality and (3.3.14) imply

\[ \sum_{k=1}^{n} \| U_k \|^2 = o(s_n^2 \log s_n) + \mathcal{O}(n) \quad \text{a.s.} \]  

(3.3.15)

It remains to put together the two contributions (3.3.12) and (3.3.15) and remember the convergence (3.3.8) to deduce that \( s_n = o(s_n) + \mathcal{O}(n) \) a.s. leading to \( s_n = \mathcal{O}(n) \). Hence, it follows from this fact, (3.3.11) and (3.3.8) that

\[ \sum_{k=1}^{n} \| \pi_k \|^2 = o(n) \quad \text{a.s.} \]  

(3.3.16)

Since the reference trajectory is predictable and the law of large numbers (1.2.1) and relation (3.3.16) hold, using the Cauchy-Schwarz inequality, we obtain

\[ \sum_{k=1}^{n} \| \pi_k \varepsilon_{x_{k+1}}^t \|^2 = o(n) \quad \text{a.s.} \]  

(3.3.17)

\[ \sum_{k=1}^{n} \| \pi_k \varepsilon_{x_{k+1}} \|^2 = o(n) \quad \text{a.s.} \]  

(3.3.18)

\[ \sum_{k=1}^{n} \| x_k \varepsilon_{x_{k+1}}^t \|^2 = o(n) \quad \text{a.s.} \]  

(3.3.19)

It follows from these expressions, the strong law of large numbers for \( \varepsilon \) and convergence (2.0.1) that

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X_k^t = \Gamma + \nabla \quad \text{a.s.} \]

Observe that

\[ \frac{1}{n} \sum_{k=1}^{n} \varepsilon_{x_{k-m}} \varepsilon_{x_{k-j}}^t \to \begin{cases} 
\Gamma & \text{if } m = j \\
0 & \text{if } m \neq j \end{cases} \quad \text{a.s.} \]

(3.3.20)

which follows for \( m = j \) from (1.2.1). On the other hand, if \( m \neq j \) (3.3.20) results from the strong law of large numbers for martingales [20]. We also
have that, for all $1 \leq i \leq p - 1$ that
\[
X_k X^t_{k-i} = (x_k + \pi_{k-1} + \varepsilon_k) (x_{k-i} + \pi_{k-i-1} + \varepsilon_{k-i})^t.
\]
Consequently, we obtain from the previous calculations that
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X^t_{k-i} = \nabla_i \quad \text{a.s.} \tag{3.3.21}
\]
which implies that
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k^p (X_k^p)^t = L \quad \text{a.s.} \tag{3.3.22}
\]
where $L$ is given by (3.3.5).
Furthermore, it follows from (1.1.18), (3.3.7) and assumption (A1) that, for all $n \geq 0$,
\[
U_n = B^{-1}(R)A(R)X_{n+1} - B^{-1}(R)\varepsilon_{n+1},
\]
\[
= B^{-1}(R)A(R)(\pi_n + x_{n+1}) + B^{-1}(R)(A(R) - I_d)\varepsilon_{n+1},
\]
\[
= V_n + Y_{n+1} + W_{n+1},
\]
where
\[
V_n = B^{-1}(R)A(R)\pi_n,
Y_{n+1} = B^{-1}(R)A(R)x_{n+1},
W_{n+1} = B^{-1}(R)(A(R) - I_d)\varepsilon_{n+1}.
\]
Thus, we have
\[
U_k U^t_{k-i+1} = V_k V^t_{k-i+1} + V_k Y^t_{k-i+2} + V_k W^t_{k-i+2} + W_{k+1} V^t_{k-i+1}
\]
\[
+ W_{k+1} Y^t_{k-i+2} + W_{k+1} W^t_{k-i+2} + Y_{k+1} V^t_{k-i+1} + Y_{k+1} Y^t_{k-i+2}
\]
for all $1 \leq i \leq q$. Consequently, as $W_n = P(R)\varepsilon_n$, we deduce from the Cauchy-Schwarz inequality together with (1.5.1), (1.5.3), (2.2.12), the strong
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law of large numbers for the driven noise and from the fact that \(x_k\) is \(\mathcal{F}_{k-1}\) measurable that

\[
\frac{1}{n} \sum_{k=1}^{n} V_k V_{k-i+1}^t \to 0 \text{ a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} V_k W_{k-i+2}^t \to 0 \text{ a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} V_k Y_{k-i+2}^t \to 0 \text{ a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} W_{k+1} V_{k-i+1}^t \to 0 \text{ a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} W_{k+1} Y_{k-i+2}^t \to 0 \text{ a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} Y_{k+1} V_{k-i+1}^t \to 0 \text{ a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} Y_{k+1} W_{k-i+2}^t \to 0 \text{ a.s.}
\]

If we recall (3.3.20), then we have already proved that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} W_{k+1} W_{k-i+2}^t = \sum_{k=i}^{\infty} P_k \Gamma P_{k-i+1}^t. \tag{3.3.23}
\]

In addition, one can observe that

\[
Y_{k+1} Y_{k-i+1}^t = \left[ \sum_{j=0}^{k} Q_j x_{k-j+1} \right] \left[ \sum_{j=0}^{k-i+1} Q_j x_{k-i-j+2} \right]^t. \tag{3.3.24}
\]
After some calculation, we rewrite

\[
Y_{k+1}Y_{k-i+1}^t = \sum_{r=0}^{k-i+1} \sum_{j=i+r-1}^{k} Q_j x_{k-j+1} x_{k-j+r+1}^t Q_{j-r-i+1}^t \\
+ \sum_{r=1}^{k-i+1} \sum_{j=0}^{k} Q_{j-r} x_{k-j+r+1} x_{k-j+1}^t \sum_{j=0}^{k-i+1} Q_{j-i+1}^t \\
= \sum_{r=0}^{i-1} \sum_{j=0}^{k} Q_r x_{k-r+1} x_{k-r-i+2}^t Q_{j-r-i+1}^t \\
+ \sum_{r=i}^{k-i+1} \sum_{j=0}^{k} Q_r x_{k-r+1} x_{k-r-i+2}^t Q_{j-r-i+1}^t \\
+ \sum_{r=i}^{k-i+1} \sum_{j=0}^{k} Q_r x_{k-r+1} x_{k-r-i+2}^t Q_{j-r-i+1}^t \\
\]

which leads us to conclude that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} Y_{k+1} Y_{k-i+1}^t = \sum_{r=0}^{i-1} \sum_{j=0}^{\infty} Q_r \nabla_{i+j-r-1} Q_{j-r}^t \\
+ \sum_{r=i}^{\infty} \sum_{j=0}^{\infty} Q_r \nabla_{r+1-i-j} Q_{j-r}^t + \sum_{r=0}^{\infty} \sum_{j=0}^{\infty} Q_r \nabla_{i+j-r-1} Q_{j-r}^t \\
\]

with \( \nabla_0 = \nabla \). We have obtained that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k U_{k-i+1}^t = H_i \quad \text{a.s.} \quad (3.3.25)
\]

which ensures that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k^t (U_k^t)^t = H \quad \text{a.s.} \quad (3.3.26)
\]

where \( H \) is given by (3.3.2). Via similar arguments together with (3.3.7), (1.5.1), (1.5.2), (1.5.3) and (3.3.20), we also find for all \(-1 \leq m \leq p - 2\) and \(2 \leq l \leq q\) that
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\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_k X_{k-m}^t = K_{m+1} \quad \text{a.s.}
\]

and

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} U_{k-1} X_{n}^t = J_{l-1} \quad \text{a.s.}
\]

Then we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_{k}^t (U_{k-1}^q)^t = K^t \quad \text{a.s.}
\]

(3.3.27)

where \( K \) is given by (3.3.3) or (3.3.4).

Therefore, it follows from (3.3.22), (3.3.26) and (3.3.27) that

\[
\lim_{n \to \infty} \frac{S_n}{n} = \Lambda \quad \text{a.s.}
\]

(3.3.28)

where the limiting matrix \( \Lambda \) is given by (3.3.1). ■

If the reference trajectory is such that \( \nabla \) is positive definite and for \( i \geq 1 \) \( \nabla_i = 0 \), then we have the following simplifications for the matrix \( \Lambda \) given by (3.3.1) which in this case is denoted by \( \Lambda_x \)

\[
H_i = \sum_{k=i}^{\infty} P_k \Gamma P_{k-i+1}^t + \sum_{k=i-1}^{\infty} Q_k \nabla Q_{k-i+1}^t
\]

\[
K_0 = \nabla
\]

\[
K_r = P_r \Gamma + Q_r \nabla
\]

\[
J_j = 0
\]

where for all \( k \geq 0, Q_k = D_k + P_k \), in addition \( 1 \leq i \leq q, 1 \leq j \leq q - 1 \) and \( 1 \leq r \leq p \). Finally, the block matrix \( L \) is the block diagonal matrix of order \( pd \):

\[
L = \begin{pmatrix}
\Gamma + \nabla & 0 & \cdots & \cdots & 0 \\
0 & \Gamma + \nabla & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \Gamma + \nabla & 0 \\
0 & \cdots & \cdots & 0 & \Gamma + \nabla
\end{pmatrix}
\]
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We observe that such matrix $\Lambda_x$ is similar to the matrix $\Lambda^{\varepsilon_\infty}$, we just need to replace $\Delta$ by $\nabla$, then we can prove similar results for both LS and WLS algorithms than the ones exposed in Section 3.2.

**Lemma 3.3.1** Let $S$ be the Schur complement of $L$ in $\Lambda_x$

\[ S = H - K(L)^{-1}(K)^t. \]  \hspace{1cm} (3.3.29)

If $(A_1)$ holds, then $S$ and $\Lambda_x$ are invertible and

\[ \Lambda_x^{-1} = \begin{pmatrix} (L)^{-1} + (L)^{-1}(K)^tS^{-1}K(L)^{-1} & -(L)^{-1}(K)^tS^{-1} \\ -S^{-1}K(L)^{-1} & S^{-1} \end{pmatrix}. \]  \hspace{1cm} (3.3.30)

**Theorem 3.3.2** Assume that the matrix polynomial associated with the ARX$_{d}(p, q)$ model satisfies the causality condition $(A.1)$ and that $(\varepsilon_n)_{n \geq 0}$ has finite conditional moment of order $\alpha > 2$. In addition, if the reference trajectory $x = (x_n)_{n \geq 0}$ satisfies (1.5.1), (1.5.2) and (1.5.3) with for all $i \geq 1 \nabla_i = 0$ and $\nabla$ a positive definite matrix, then for the LS algorithm, we have

\[ \lim_{n \to \infty} \frac{S_n}{n} = \Lambda_x \quad \text{a.s.} \]  \hspace{1cm} (3.3.31)

where the limiting matrix $\Lambda_x$ is given in Remark 4. In addition, the tracking is optimal

\[ \| C_n - \Gamma_n \| = O \left( \frac{\log n}{n} \right) \quad \text{a.s.} \]  \hspace{1cm} (3.3.32)

Finally, $\hat{\theta}_n$ converges almost surely to $\theta$

\[ \| \hat{\theta}_n - \theta \|^2 = O \left( \frac{\log n}{n} \right) \quad \text{a.s.} \]  \hspace{1cm} (3.3.33)
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Theorem 3.3.3 Assume that the matrix polynomial $B(z)$ associated with the ARX$_d(p,q)$ model is causal. In addition, suppose that either $(\varepsilon_n)_{n \geq 0}$ is a white noise or $(\varepsilon_n)_{n \geq 0}$ has a finite conditional moment of order $\alpha > 2$. Then, for the, we have

$$\lim_{n \to \infty} \frac{(\log n)^{1+\gamma} S_n(a)}{n} = \Lambda_x \quad \text{a.s.} \quad (3.3.34)$$

In addition, the tracking is optimal

$$\|C_n - \Gamma_n\| = o\left(\frac{(\log n)^{1+\gamma}}{n}\right) \quad \text{a.s.} \quad (3.3.35)$$

Finally, $\hat{\theta}_n$ converges almost sure to $\theta$

$$\|\hat{\theta}_n - \theta\|^2 = \mathcal{O}\left(\frac{(\log n)^{1+\gamma}}{n}\right) \quad \text{a.s.} \quad (3.3.36)$$

Theorem 3.3.4 Assume that the matrix polynomial $B(z)$ associated with the ARX$_d(p,q)$ model is causal and that $(\varepsilon_n)_{n \geq 0}$ has a finite conditional moment of order $\alpha > 2$. In addition, suppose that $(x_n)_{n \geq 0}$ has the same regularity in norm as $(\varepsilon_n)_{n \geq 0}$ which means that for all $2 < \beta < \alpha$,

$$\sum_{k=1}^{n} \|x_k\|^\beta = \mathcal{O}(n) \quad \text{a.s.} \quad (3.3.37)$$

Then the LS and WLS algorithms share the same central limit theorem

$$\sqrt{n}(\hat{\theta}_n - \theta) \overset{d}{\sim} \mathcal{N}(0, \Lambda_x^{-1} \otimes \Gamma) \quad (3.3.38)$$

In addition, for any vectors $u \in \mathbb{R}^d$ and $v \in \mathbb{R}^d$, they also share the same law of iterated logarithm

$$\limsup_{n \to \infty} \left(\frac{n}{2 \log \log n}\right)^{1/2} v^T(\hat{\theta}_n - \theta)u = -\liminf_{n \to \infty} \left(\frac{n}{2 \log \log n}\right)^{1/2} v^T(\hat{\theta}_n - \theta)u$$

$$= (v^T \Lambda_x^{-1} v)^{1/2} (v^T \Gamma u)^{1/2} \quad \text{a.s.}$$

In particular,

$$\left(\frac{\lambda_{\min} \Gamma}{\lambda_{\max} \Lambda_x}\right) \leq \limsup_{n \to \infty} \left(\frac{n}{2 \log \log n}\right) \|\hat{\theta}_n - \theta\|^2 \leq \left(\frac{\lambda_{\max} \Gamma}{\lambda_{\min} \Lambda_x}\right) \quad \text{a.s.} \quad (3.3.39)$$
3.4 Numerical Experiments

In this section we present some numerical experiments in order to illustrate the results obtained in this Chapter corresponding to the LS algorithms using a persistently excited adaptive tracking control. First we consider a Strongly Controllable model for showing that we still have the asymptotic properties obtained in the previous Chapter but with a different associated limit matrix. Next, we consider a non Strongly Controllable model and we will obtain the almost sure convergence of the LS algorithm as well as a CLT, in the third experiment, we chose the reference trajectory to be a random i.i.d. sequence, while in the last one it is chosen constant. All the simulations will be based on 400 realizations of a sample size 10000. For sake of simplicity we consider in the first two experiments the reference trajectory to be identically zero and the driven and exogenous noises as white Gaussians $\mathcal{N}(0, I_2)$.

Example 1. We consider now the $ARX_2(1, 1)$ model,

$$X_{n+1} = AX_n + U_n + BU_{n-1} + \varepsilon_{n+1} \quad (3.4 .1)$$

with

$$A = \begin{pmatrix} 1 & 0 \\ 0 & 1/2 \end{pmatrix} \quad \text{and} \quad B = \frac{1}{4} \begin{pmatrix} 1/5 & 0 \\ 0 & -1/3 \end{pmatrix}$$

For all $k \geq 1$, we have $D_k = (-B)^k$ and $P_k = -(-B)^{k-1}A$ which clearly implies that

$$Q_k = -(-B)^{k-1}(A + B).$$
Figure 3.1: Almost sure convergence of LS algorithm for a Strongly Controllable model
Figure 3.2: CLT of LS algorithm for a Strongly Controllable model
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Since the matrices $A$ and $B$ are both diagonal, we find that

\[
\begin{align*}
H^{exc} &= \sum_{k=1}^{\infty} P_k^2 + \sum_{k=0}^{\infty} Q_k^2, \\
&= I_2 + \sum_{k=1}^{\infty} B^{k-1} A^2 B^{k-1} + \sum_{k=1}^{\infty} B^{k-1} (A + B)^2 B^{k-1}, \\
&= I_2 + (A^2 + (A + B)^2) \sum_{k=0}^{\infty} B^{2k}, \\
&= I_2 + (A^2 + (A + B)^2)(I_2 - B^2)^{-1}.
\end{align*}
\]

Then, we can obtain that the matrices $H^{exc}$, $L^{exc}$, $K^{exc}$ and $\Lambda^{exc}$ are respectively given by

\[
H^{exc} = \frac{1}{48} \begin{pmatrix} 170 & 0 \\ 0 & 63 \end{pmatrix},
\]

\[
L^{exc} = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix},
\]

\[
K^{exc} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\]

\[
\Lambda^{exc} = \frac{1}{48} \begin{pmatrix} 96 & 0 & 48 & 0 \\ 0 & 96 & 0 & 48 \\ 48 & 0 & 170 & 0 \\ 0 & 48 & 0 & 63 \end{pmatrix}.
\]

We observe that $det(\Lambda^{exc}) \neq 0$. We show in Figures 3.1 and 3.2 respectively the almost sure convergence and the CLT of the LS algorithm for the diagonal coordinates of matrices $A$ and $B$. 
Figure 3.3: Almost sure convergence of the LS algorithm
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Example 2. We consider now the same $ARX_2(1,1)$ model than in example 2 of Chapter 2

$$X_{n+1} = AX_n + U_n + BU_{n-1} + \varepsilon_{n+1} \quad (3.4.2)$$

with

$$A = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \frac{1}{4} \begin{pmatrix} 3 & 0 \\ 0 & -2 \end{pmatrix}$$

since this $ARX_2(1,1)$ process is not strongly controllable, we use the persistently excited adaptive tracking control given in (3.1.1). In this example, we have that

$$H^{exc} = \frac{1}{21} \begin{pmatrix} 576 & 0 \\ 0 & 28 \end{pmatrix}.$$ 

Therefore, the limiting matrix $\Lambda^{exc}$ given by (3.1.7) is

$$\Lambda = \frac{1}{21} \begin{pmatrix} 42 & 0 & 21 & 0 \\ 0 & 42 & 0 & 21 \\ 21 & 0 & 576 & 0 \\ 0 & 21 & 0 & 28 \end{pmatrix}.$$ 

We can see that $det(\Lambda^{exc}) \neq 0$. It is interesting to remember that for the same model with the Aström and Wittenmark adaptive tracking control without the persistent excitation the matrix $\Lambda$ is not invertible. We can see in Figure 3.3 that the parameter $\theta$ is correctly estimated, while in Figures 3.4 and 3.5 we can see that the CLT is satisfied for the estimation of the four diagonal elements of matrices $A$ and $B$.

Example 3. In order to illustrate the almost sure convergence (3.3.33) and the CLT shown in Theorem 3.3.4, consider now, a non Strongly Controllable $ARX_2(1,1)$ model with

$$A = \begin{pmatrix} 3 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \frac{1}{4} \begin{pmatrix} 3 & 0 \\ 0 & -1 \end{pmatrix}.$$
Figure 3.4: CLT of the LS algorithm for matrix A
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Figure 3.5: CLT of the LS algorithm for matrix B
the reference trajectory $x = (x_n)_{n \geq 0}$ is an i.i.d. sequence with zero mean such that $\mathbb{E}[x_{n+1}x_{n+1}^\prime | \mathcal{F}_n] = I_2$ a.s. We can compute the matrix $A_x$ noticing that $L = 2I_2$, $K = K^\prime = I_2$ and

$$H = \frac{1}{21} \begin{pmatrix} 1128 & 0 \\ 0 & 28 \end{pmatrix}.$$  \hspace{1cm} (3.4.3)

We find that
Figure 3.7: CLT for LS algorithm
\[\Lambda_x = \frac{1}{21} \begin{pmatrix}
42 & 0 & 21 & 0 \\
0 & 42 & 0 & 21 \\
21 & 0 & 1128 & 0 \\
0 & 21 & 0 & 28
\end{pmatrix}.\]

We have also that \(\text{det}(H) = 71.619\), \(\text{det}(H - KL^{-1}K^t) = 44.3452\) and \(\text{det}(\Lambda_x) = 177.3810\). Figure 3.6 shows the almost sure convergence of the LS algorithm, while in Figure 3.7, we observe the CLT for every coordinate of the LS estimator.

**Example 4.** Even though we did not prove any asymptotical result when the reference trajectory is such that \(\nabla \neq 0\) and \(\nabla_i \neq 0\) but not invertible, we present the following experiment. Considerer the same \(ARX_2(1, 1)\) model as in example 3; same matrices \(A\) and \(B\), with a constant reference trajectory

\[x_n = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (3.4.4)\]

We clearly have

\[\nabla = \nabla_i = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. \quad (3.4.5)\]

We find that \(L = I_2 + \nabla, K = K_0 = \nabla - (I_2 + B)^{-1}(A + B)\nabla\). Consequently

\[L = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}, \quad (3.4.6)\]

\[K = \begin{pmatrix} 0 & 0 \\ 0 & 2 \end{pmatrix}. \quad (3.4.7)\]

In addition
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![Graph showing almost sure convergence for LS algorithm](image)

Figure 3.8: Almost sure convergence for LS algorithm
\[ H = \frac{1}{7} \begin{pmatrix} 144 & 0 \\ 0 & 28 \end{pmatrix} \quad (3.4.8) \]

and

\[ \Lambda = \frac{1}{7} \begin{pmatrix} 7 & 0 & 0 & 0 \\ 0 & 14 & 0 & 14 \\ 0 & 0 & 144 & 0 \\ 0 & 14 & 0 & 28 \end{pmatrix} \]

We have \( \det(H) = 82.2857 \), \( \det(H - KL^{-1}K^t) = 41.1429 \) and \( \det(\Lambda) = 82.2857 \). We have found that a non Strongly Controllable \( \text{ARX}_d(p,q) \) model tracking a non zero constant reference trajectory holds similar asymptotical results of those proved in this Chapter. As a matter of fact, we observe in Figures 3.8 and 3.9 respectively the almost sure convergence and the CLT of the LS algorithm. Those simulation results are of course not surprising since \( \det(\Lambda) > 0 \).
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Figure 3.9: CLT for LS algorithm
Chapter 4

Work in Progress on the Durbin Watson Statistic

The Durbin-Watson statistic has been used to detect the presence of a first order autocorrelated noise in linear regression models with the independent variables regarded as "fixed", and it was introduced by J. Durbin and G. S. Watson in their works [22], [23]. Since their pioneer work the procedure around this statistic has been the main topic of a large variety of theoretical papers [21], [51], [52], [54], [57], [62]. In addition the Durbin Watson procedure has been employed in application areas such as Electrochemical Science [24], Crystallography [34], Pharmaceutics [60] and Chemometrics [63].

In this Chapter, we focus our attention on the Durbin-Watson statistic, the LS algorithm and their asymptotic behavior in the AR(1) adaptive tracking framework with a noise which may have a first order serial autocorrelation.

4.1 Preliminaries

We will work on the following one dimensional regression models:

\[ X_{n+1} = \theta^t \phi_n + U_n + \varepsilon_{n+1}, \]  

(4.1.1)
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with $\theta^t = (a_1, \ldots, a_p)$ and $\phi^t_n = (X_n, \ldots, X_{n-p+1})$.

In addition, we suppose that the driven noise $(\varepsilon_n)_{n \geq 0}$ satisfies the autoregressive $AR_1(1)$ model given, for all $n \geq 0$, by

$$\varepsilon_{n+1} = \rho \varepsilon_n + V_{n+1}, \quad (4.1.2)$$

where $|\rho| < 1$ is the first-order autocorrelation parameter and $(V_n)_{n \geq 0}$ is a martingale difference sequence adapted to a filtration $\mathcal{F}$ such that for all $n \geq 0$, $\mathbb{E}[V_{n+1}^2 | \mathcal{F}_n] = \sigma^2 > 0$ a.s. Moreover, if

$$\gamma_n = \frac{1}{n} \sum_{k=1}^{n} V_k^2, \quad (4.1.3)$$

we suppose that $(\gamma_n)_{n \geq 0}$ converges almost surely to $\sigma^2$.

We are now in position to list some straightforward properties of the driven noise $(\varepsilon_n)_{n \geq 0}$:

1. The initial value $\varepsilon_0 = V_0$ and for all $n \geq 0$

$$\varepsilon_n = \sum_{k=0}^{n} \rho^{n-k} V_k \quad (4.1.4)$$

2. For all $n \geq 0$ and $h \geq 0$,

$$\mathbb{E}[\varepsilon_n] = 0,$$

$$\text{Var}[\varepsilon_n] = \mathbb{E}[\varepsilon_n^2] = \frac{\sigma^2 (1 - \rho^{2n+1})}{1 - \rho^2},$$

$$\text{Cov}[\varepsilon_n, \varepsilon_{n+h}] = \mathbb{E}[\varepsilon_n \varepsilon_{n+h}] = \rho^h \sigma^2 \frac{1 - \rho^{2n+1}}{1 - \rho^2}$$

which leads us to
\[ \text{Cov}(\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_n) = \frac{\sigma^2}{1 - \rho^2} \begin{pmatrix} 1 - \rho^2 & \rho(1 - \rho^2) & \rho^2(1 - \rho^2) & \cdots & \rho^n(1 - \rho^2) \\ \rho(1 - \rho^2) & 1 - \rho^4 & \rho(1 - \rho^4) & \cdots & \rho^n(1 - \rho^4) \\ \rho^2(1 - \rho^2) & \rho(1 - \rho^4) & 1 - \rho^6 & \cdots & \rho^{n-2}(1 - \rho^6) \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ \rho^n(1 - \rho^2) & \rho^{n-1}(1 - \rho^4) & \rho^{n-2}(1 - \rho^6) & \cdots & 1 - \rho^{2(n+1)} \end{pmatrix}. \]

3. We can easily prove the following convergences:

\[
\frac{1}{n} \sum_{k=1}^{n} \varepsilon_k \rightarrow 0 \quad \text{a.s.}
\]

\[
\frac{1}{n} \sum_{k=1}^{n} \varepsilon_k^2 \rightarrow \sigma^2(1 - \rho^2)^{-1} \quad \text{a.s.}
\]

4. For all \( n \geq 0 \) we also have

\[
\mathbb{E}[\varepsilon_{n+1}|\mathcal{F}_n] = \rho \varepsilon_n \quad \text{a.s.}
\]

\[
\mathbb{E}[\varepsilon_{n+1}^2|\mathcal{F}_n] = \rho^2 \varepsilon_n^2 + \sigma^2 \quad \text{a.s.}
\]

Remark 4 One can observe in the \( AR_1(p) \) case that, if \( \rho = 0 \), then we obtain exactly the same model studied in [14] in dimension \( d = 1 \). Moreover in the \( ARX_1(p, q) \) framework, if \( \rho = 0 \), then we are in the cases considered in the previous Chapters.

The Durbin-Watson procedure is based on the LS or WLS residuals which are defined next:

**Definition 4.1.1** Suppose that we estimate the parameter of a linear model of the form given in equation (4.1.1) by the LS or the WLS algorithm, then the residuals of such algorithm are defined for all \( n \geq 1 \) by

\[
\hat{\varepsilon}_n = X_n - U_{n-1} - \hat{\theta}_n^2 \phi_{n-1}.
\]
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We can define now the Durbin-Watson statistic in order to detect the first order serial correlated noise:

**Definition 4.1.2** Assume that we estimate the parameter of a linear model of the form given in equation (4.1.1) by the LS or the WLS algorithm, then the Durbin-Watson statistic is defined by

\[ D_n = \frac{\sum_{k=1}^{n} (\tilde{e}_k - \tilde{e}_{k-1})^2}{\sum_{k=1}^{n} \tilde{e}_k^2} \]  

where \( \tilde{e}_0 = 0 \) and \( \tilde{e}_1, \ldots, \tilde{e}_n \) are given in Definition 4.1.1.

In addition, in the classical regression framework, the correlation parameter \( \rho \) if often estimated by [62]

\[ \hat{\rho}_n = \frac{\sum_{k=1}^{n} \tilde{e}_k \tilde{e}_{k-1}}{\sum_{k=1}^{n} \tilde{e}_k^2}. \]

We can obtain the following relation between the Durbin-Watson statistic and the estimator of the correlation parameter at step \( n \geq 1 \):

\[ D_n = 2 (1 - \hat{\rho}_n) + \delta_n \]

where

\[ \delta_n = \frac{\tilde{e}_n^2}{\sum_{k=1}^{n} \tilde{e}_k^2}. \]

This expression shows a duality between \( D_n \) and \( \hat{\rho}_n \); as a matter of fact, small values of \( \hat{\rho}_n \) lead us to obtain values for \( D_n \) close to two, while an estimation of \( \rho \) not so close to zero indicates that \( D_n \) is far from two.

If in fact we have \( \rho = 0 \) and we work with an \( AR_1(p) \) or an \( ARX_1(p,q) \) models then is not hard to see that:

\[ \hat{\rho}_n \to 0 \quad \text{a.s.} \quad (4.1.10) \]

\[ D_n \to 2 \quad \text{a.s.} \quad (4.1.11) \]
The Durbin-Watson statistic has been successfully used for contrasting the hypothesis
\[ H_0 : \rho = 0 \quad \text{vs} \quad H_1 : \rho \neq 0; \] \hspace{0.5cm} (4.1.12)
when the regression variables can be treated as constants \cite{21}, \cite{22}, \cite{23}. It has been shown that exact critical values for this test can not be obtained since its distribution depends on the regression variables \cite{55}. However, Durbin and Watson \cite{23} found bounds \( D_U \) and \( D_L \) to those critical values, such bounds have been tabulated independently of the regression variables \cite{23}. In this case the test says that if the observed statistic \( D_n \) is less than \( D_L \) or bigger than \( 4 - D_L \) we reject \( H_0 \), if \( D_n \) lies between \( D_U \) and \( 4 - D_U \) we conclude \( H_1 \) and the test is inconclusive otherwise. In addition, notice that \( D_n = 0 \) when \( \hat{\varepsilon}_k = \hat{\varepsilon}_{k-1} \) for all \( k \geq 0 \) and \( D_n = 4 \) when \( \hat{\varepsilon}_k = -\hat{\varepsilon}_{k-1} \) for all \( k \geq 0 \), while a value of \( D_n \) close to 2 indicates a low or zero valued \( \rho \).

It has also been argued that the Durbin-Watson statistic is biased toward 2 when lagged dependent variables are included in the model and a least squares estimation is employed \cite{21}, \cite{51}, \cite{54}, making the Durbin-Watson test inappropriate for the \( AR_1(p) \) scenario. However, it is interesting for us to investigate such convergences and the asymptotic properties of the LS algorithm keeping in mind the words of Johnston \cite{40} "...if we combine the two complications of lagged variables and autocorrelated residuals, things get really bad".

\section{4.2 The DW Statistic in the \( AR_1(p) \) Framework}

In this section, we present a series of numerical results which will lead us to formulate some conjectures about the asymptotical properties of the Durbin-Watson statistic and the LS algorithm in the \( AR_1(p) \) adaptive framework.
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<table>
<thead>
<tr>
<th>$a$</th>
<th>$\sigma^2$</th>
<th>$\rho$</th>
<th>$\hat{\alpha}_n$</th>
<th>$\hat{\rho}_n$</th>
<th>$D_n$</th>
<th>$S_n/n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>0.5</td>
<td>-0.7</td>
<td>1.802</td>
<td>-0.006</td>
<td>2.01</td>
<td>0.3393</td>
</tr>
<tr>
<td>2.5</td>
<td>1</td>
<td>-0.7</td>
<td>1.8002</td>
<td>-0.008</td>
<td>2.015</td>
<td>1.29</td>
</tr>
<tr>
<td>2.5</td>
<td>3</td>
<td>-0.7</td>
<td>1.804</td>
<td>-0.015</td>
<td>2.03</td>
<td>12.8653</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>-0.7</td>
<td>-0.202</td>
<td>-0.0035</td>
<td>2.006</td>
<td>1.323</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-0.7</td>
<td>0.3018</td>
<td>-0.0036</td>
<td>2.007</td>
<td>1.342</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.3</td>
<td>1.2989</td>
<td>-0.0004</td>
<td>2.0071</td>
<td>1.0082</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>1.799</td>
<td>-0.0025</td>
<td>1.9998</td>
<td>1.6938</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-0.1</td>
<td>0.9019</td>
<td>0.0021</td>
<td>1.996</td>
<td>1.0001</td>
</tr>
<tr>
<td>-1.5</td>
<td>1</td>
<td>-0.1</td>
<td>-1.5999</td>
<td>0.0017</td>
<td>1.9965</td>
<td>1.0001</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>-0.4</td>
<td>-0.0982</td>
<td>-0.0018</td>
<td>2.0015</td>
<td>1.0263</td>
</tr>
</tbody>
</table>

Chart 1: Average of 20 repetitions of sample size 10000, AR1(1).

We consider first some numerical experiments for the $AR1(1)$ case:

$$X_{n+1} = aX_n + U_n + \varepsilon_{n+1}, \quad \text{and}$$

$$\varepsilon_{n+1} = \rho \varepsilon_n + V_{n+1},$$

where $(V_n)_{n \geq 0}$ is an i.i.d. $N(0, \sigma^2)$ sequence and for the sake of simplicity the reference trajectory is chosen identically zero. In Chart 1 we present twelve sets of parameters for the model presented above, for every one of them we present the average of 20 repetitions of a sample of size 10 000 for the LS estimation for the parameter $a$, the statistics $\hat{\rho}_n$, $D_n$, and the value of the matrix $S_n/n$.

We observe from Chart 1 that the value of $\hat{\alpha}_n$ is not affected by $\sigma^2$, in particular, we observe this from the first three rows. In addition, we may conjecture from the fourth column that

$$\lim_{n \to \infty} \hat{\alpha}_n = a + \rho \quad \text{a.s.} \quad (4.2.1)$$

From the first three rows we conjecture that the LS estimation, $\hat{\rho}_n$ and $D_n$ do not depend on the value of $\sigma^2$, only the matrix $S_n/n$ depends on its value. We already expected this situation since Bercu [7] and ourselves in Chapter
2 obtained, when \( \rho = 0 \), that in this case \( S_n/n \) converges almost surely to \( \sigma^2 \).

In addition, we can glimpse that the Durbin-Watson statistic converges almost surely to 2 and \( \hat{\rho}_n \) converges almost surely to zero.

We put now our attention on the \( AR_1(3) \) model:

\[
X_{n+1} = a_1 X_n + a_2 X_{n-1} + a_3 X_{n-2} + U_n + \varepsilon_{n+1}, \quad \text{and} \\
\varepsilon_{n+1} = \rho \varepsilon_n + V_{n+1},
\]

where once again \( (V_n)_{n \geq 0} \) is an i.i.d. \( N(0, \sigma^2) \) sequence and the reference trajectory is chosen identically zero. In Chart 2 we present fifteen combinations of the parameters of the previous model, for every one of them we provide the average of 20 repetitions of a sample of size 10 000 for the LS estimation for the parameter \( \theta \), the statistics \( \hat{\rho}_n, D_n \) and the value of the matrix \( S_n/n \).

As it was done with Chart 1 we can make some conjectures about Chart 2. It can be seen from rows 1 – 4 that only the value of \( S_n/n \) is affected
4.2. THE DW STATISTIC IN THE AR1(P) FRAMEWORK

significantly by changes in the value of \( \sigma^2 \). We also observe that the LS estimations for \( a_1 \) have a similar behavior than the ones for \( a \) in Chart 1, more precisely the LS estimations for \( a_1 \) seems to be very close to \( a_1 + \rho \), less obvious is the behavior of the LS estimations for \( a_2 \) and \( a_3 \), but it can be seen that they are very close to \( a_2 + \rho^2 \) and \( a_3 + \rho^3 \) respectively, as a matter of fact if we consider the parameters of the sixth rows of Chart 2; \( a_1 = 2, a_2 = 1.6, a_3 = -2.5, \sigma^2 = 1 \) and \( \rho = -0.8 \), then we have from the same row of the same Chart that

\[
\begin{align*}
\hat{a}_1 - (a_1 + \rho) &= -0.0049, \\
\hat{a}_2 - (a_1 + \rho^2) &= -0.008, \\
\hat{a}_3 - (a_1 + \rho^3) &= 0.0302.
\end{align*}
\]

Finally, we conjecture that the Durbin-Watson statistic may be asymptotically biased toward two and thus \( \hat{\rho}_n \) is biased toward zero.

In order to attack the general AR1(\( p \)) tracking problem, we need to recall some notation from [7] and Chapter 1. Consider the AR1(\( p \)) model obtained from relations (1.1.2), (1.1.3), (1.1.4) and (1.1.5), where the noise \((\varepsilon_n)_{n \geq 0}\) satisfies (4.1.2) and \( U_n \) is the adaptive tracking control given for all \( n \geq 0 \) in relation (1.4.4), and the reference trajectory satisfies the convergence (2.0.1). In addition, let us define the following parameter

\[
\theta^* = \theta + \mu \tag{4.2.2}
\]

where \( \theta^t = (a_1, \ldots, a_p) \) and \( \mu^t = (\rho, \rho^2, \ldots, \rho^p)^t \). Next let us define the sequence \((\pi_n)_{n \geq 0}\) in the following way

\[
\pi_n = \left(\theta^* - \hat{\theta}_n\right)^t \phi_n. \tag{4.2.3}
\]
Remark 5 From relations (1.1.2), (1.1.3), (1.1.4), (1.1.5), (1.4.4), (4.1.2) and (4.2.3) we obtain

\[
\begin{align*}
X_{n+1} & = \theta_t \phi_n + U_n + \varepsilon_{n+1} \\
X_{n+1} & = \theta_t \phi_n + x_{n+1} - \hat{\theta}_n \phi_n + \varepsilon_{n+1} \\
X_{n+1} & = \theta_t \phi_n + x_{n+1} - \hat{\theta}_n \phi_n + \rho \varepsilon_n + V_{n+1} \\
X_{n+1} & = \theta_t \phi_n + x_{n+1} - \hat{\theta}_n \phi_n + \rho [X_n - \theta_t \phi_{n-1} - U_{n-1}] + V_{n+1} \\
X_{n+1} & = \theta_t \phi_n + x_{n+1} - \hat{\theta}_n \phi_n + \rho [X_n - \theta_t \phi_{n-1} - x_n + \hat{\theta}_{n-1} \phi_{n-1}] + V_{n+1} \\
X_{n+1} & = (\theta - \hat{\theta}_n)^t \phi_n + \rho \left[ X_n - (\theta - \hat{\theta}_n)^t \phi_{n-1} \right] + [x_{n+1} - \rho x_n] + V_{n+1} \\
X_{n+1} & = [\pi_n - \rho \pi_{n-1}] + \rho X_n + [x_{n+1} - \rho x_n] + \rho \mu^t \phi_{n-1} - \mu^t \phi_n + V_{n+1} \\
X_{n+1} & = [\pi_n - \rho \pi_{n-1}] + [x_{n+1} - \rho x_n] + \rho^{p+1} X_{n-p} + V_{n+1} \\
X_{n+1} & = y_n + z_n + \rho^{p+1} X_{n-p} + V_{n+1},
\end{align*}
\]

where \( y_n = \pi_n - \rho \pi_{n-1} \) and \( z_n = x_{n+1} - \rho x_n \).

In order to obtain results about the almost sure convergence of \( S_n/n, \hat{\theta}_n, D_n \) and \( \hat{\rho}_n \) and following the same approach developed in Chapters 2 and 3 we need to prove beforehand that:

\[
\sum_{k=1}^{n} \pi_k^2 = O(\log s_n) \quad \text{a.s.} \quad (E.1)
\]

where

\[
s_n = \sum_{k=1}^{n} ||\phi_k||^2. \quad (4.2.5)
\]

However the techniques followed by Duflo [20], Guo and Chen [31] and Bercu [6] respectively for proving \((E.1)\) are supported by the fact that \((\varepsilon_n)_{n \geq 0}\) satisfies the properties establish in Section 1.2. It is particularly important the one that assures that if \( \rho = 0 \) and \((\alpha_n)_{n \geq 0}\) is a sequence adapted to the filtration \( \mathbb{F} \) then

\[
M_n = \sum_{k=0}^{n} \alpha_k \varepsilon_{k+1}, \quad (4.2.6)
\]
is a martingale. When \( \rho \neq 0 \) we can not say that \( M_n \) is a martingale since in this case

\[
M_n = \sum_{k=0}^{n} \alpha_k \varepsilon_{k+1} \\
= \sum_{k=0}^{n} \alpha_k V_{k+1} + \sum_{j=1}^{n+1} \rho^j \sum_{k=j-1}^{n} \alpha_k V_{k-j+1},
\]

and we observe that the first sum of this new expression of \( M_n \) is in fact a martingale but we can not say too much about the remaining sums.

In the following result we present the almost surely convergence of the matrix sequence \( (S_n/n) \) and the LS algorithm.

**Theorem 4.2.1** Consider the \( AR_1(p) \) adaptive tracking framework. Assume that \( (\varepsilon_n)_{n \geq 0} \) satisfies the relation given by (4.1.2) and that \( (V_n)_{n \geq 0} \) has a finite conditional moment of order \( \alpha > 2 \). In addition, suppose that the reference trajectory \( (x_n)_{n \geq 0} \) satisfies the condition given by (2.0.1). Then, for the LS algorithm, we have

\[
\lim_{n \to \infty} \frac{S_n}{n} = \frac{\sigma^2}{1 - \rho^{2g+1}} I_p \quad a.s.
\]  
(4.2.7)

In addition the LS algorithm converges almost surely to \( \theta^* \)

\[
\hat{\theta}_n \to \theta^* \quad a.s.
\]  
(4.2.8)

**Proof.** Recalling that for all \( n \geq 0 \)

\[
X_{n+1} - x_{n+1} = \pi_n - \mu^t \phi_n + \varepsilon_{n+1}.
\]  
(4.2.9)

It follows from conjecture (E.1) that

\[
\sum_{k=1}^{n} \pi_k^2 = O(log s_n) \quad a.s.
\]  
(4.2.10)

Hence, we deduce from (4.2.9) that
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\[ \sum_{k=1}^{n} X_{k+1}^2 = \mathcal{O}(\log s_n) + \mathcal{O}(n) \quad \text{a.s.} \quad (4.2.11) \]

Finally, we obtain that \( s_n = o(s_n) + \mathcal{O}(n) \), so \( s_n = \mathcal{O}(n) \). Then from (4.2.10) we have that

\[ \sum_{k=1}^{n} \pi_k^2 = o(n) \quad \text{a.s.} \quad (4.2.12) \]

Assuming that

\[ \frac{1}{n} \sum_{k=1}^{n} X_k^2 \quad (4.2.13) \]

converges almost surely, from Remark 5 we have that

\[ X_n^2 = y_{n-1}^2 + z_{n-1}^2 + \rho^{2p+2} X_{n-p-1}^2 + V_n^2 + 2 [y_{n-1} + z_{n-1}] \left[ \rho^{p+1} X_{n-p-1} + V_n \right] + 2 \rho^{2p+2} X_{n-p-1} V_n \]

Then since \( (V_n)_{k \geq 0} \) holds the strong law of large numbers, from (2.0.1) and (4.2.12) it follows that

\[ (1 - \rho^{2p+2}) \sum_{k=1}^{n} X_k^2 = \sum_{k=1}^{n} V_k^2 + o(n) + 2 \rho^p \sum_{k=p+1}^{n} X_{k-p-1} V_k. \quad (4.2.14) \]

We observe that the last sum in (4.2.14) is a martingale such that

\[ 2 \rho^p \sum_{k=p+1}^{n} X_{k-p-1} V_k = o(n) \quad \text{a.s.} \quad (4.2.15) \]

Then we have obtained that

\[ \lim_{n \to \infty} \frac{1 - \rho^{2p+2}}{n} \sum_{k=1}^{n} X_k^2 = \sigma^2 \quad \text{a.s.,} \quad (4.2.16) \]

which leads us to

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k^2 = \frac{\sigma^2}{1 - \rho^{2p+2}} \quad \text{a.s.} \quad (4.2.17) \]
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In addition, from Remark 5 we have that

\[ \sum_{k=1}^{n} X_k X_{k-1} = \sum_{k=1}^{n} [y_{k-1} + z_{k-1}] X_{k-1} + \rho^{p+1} \sum_{k=1}^{n} X_{k-p-1} X_{k-1} + \sum_{k=1}^{n} X_{k-1} V_k \]

\[ \sum_{k=1}^{n} X_k X_{k-2} = \sum_{k=1}^{n} [y_{k-1} + z_{k-1}] X_{k-2} + \rho^{p+1} \sum_{k=1}^{n} X_{k-p-1} X_{k-2} + \sum_{k=1}^{n} X_{k-2} V_k \]

\[ \vdots \]

\[ \sum_{k=1}^{n} X_k X_{k-p+1} = \sum_{k=1}^{n} [y_{k-1} + z_{k-1}] X_{k-p+1} + \rho^{p+1} \sum_{k=1}^{n} X_{k-p-1} X_{k-p+1} + \sum_{k=1}^{n} X_{k-p+1} V_k, \]

observing that for all \( 1 \leq i - 1 \leq p \)

\[ \sum_{k=1}^{n} X_{k-i} V_k = o(n) \quad \text{a.s.} \quad (4.2.18) \]

we find from (2.0.1) and (4.2.12) that

\[ \sum_{k=1}^{n} X_k X_{k-1} = \rho^{p+1} \sum_{k=1}^{n} X_{k-p-1} X_{k-1} + o(n) \]

\[ \sum_{k=1}^{n} X_k X_{k-2} = \rho^{p+1} \sum_{k=1}^{n} X_{k-p-1} X_{k-2} + o(n) \]

\[ \vdots \]

\[ \sum_{k=1}^{n} X_k X_{k-p+1} = \rho^{p+1} \sum_{k=1}^{n} X_{k-p-1} X_{k-p+1} + o(n). \]

If we set for all \( 1 \leq i \leq p - 1 \)

\[ l_i = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X_{k-i} \quad (4.2.19) \]

then we obtain the homogeneous system

\[ l_1 - \rho^{p+1} l_p = 0 \quad (4.2.20) \]

\[ l_2 - \rho^{p+1} l_{p-1} = 0 \quad (4.2.21) \]

\[ \vdots \quad (4.2.22) \]

\[ l_{p-1} - \rho^{p+1} l_1 = 0, \quad (4.2.23) \]
which is solved only if for all $1 \leq i \leq p - 1$
\[
l_i = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k X_{k-i} = 0 \quad \text{a.s.} \quad (4.2.24)
\]
Hence, we have found from (4.2.17) and (4.2.24) the convergence (4.2.7).

In order to prove the almost sure convergence of the LS algorithm, we recall
that for all $n \geq 0$
\[
\hat{\theta}_n = S_{n-1}^{-1} \sum_{k=1}^{n} \phi_{k-1} (X_k - U_{k-1}),
\]
then
\[
S_{n-1} \hat{\theta}_n = \sum_{k=1}^{n} \phi_{k-1} (X_k - U_{k-1}). \quad (4.2.26)
\]
We can observe that we need to investigate the asymptotic behavior of
\[
\frac{1}{n} \sum_{k=1}^{n} X_{k-i} U_{k-1}. \quad (4.2.27)
\]
From (1.4.4) we have for all $1 \leq i \leq p$ that
\[
X_{k-i} U_{k-1} = X_{k-i} \left[ x_k - \hat{\theta}_{k-1}^t \phi_{k-1} \right] \quad (4.2.28)
\]
\[
X_{k-i} U_{k-1} = X_{k-i} x_k + X_{k-i} \pi_{k-1} - X_{k-i} (\theta^*)^t \phi_{k-1}. \quad (4.2.29)
\]
from (2.0.1), (4.2.12), (4.2.17) and (4.2.24), we find for all $1 \leq i \leq p$ that
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_{k-i} U_{k-1} = -\frac{(a_i + \rho^i)\sigma^2}{1 - \rho^{p+2}} \quad \text{a.s.} \quad (4.2.30)
\]
Finally, from (4.2.7) and (4.2.30) we obtain the convergence (4.2.8).\]
Next, we show the bias of both $\hat{\rho}_n$ and $D_n$.

**Theorem 4.2.2** Consider the AR$_1$(p) adaptive tracking framework. Assume that $(\epsilon_n)_{n \geq 0}$ satisfies the relation given by (4.1.2) and that $(V_n)_{n \geq 0}$ has a finite conditional moment of order $\alpha > 2$. In addition, suppose that the reference
trajectory \((x_n)_{n \geq 0}\) satisfies the condition given by (2.0.1). Then, we have the following almost sure convergences

\[
\hat{\rho}_n \to 0 \quad \text{a.s., and} \quad D_n \to 2 \quad \text{a.s.} \quad (4.2.31)
\]
i.e., \(\rho_n\) and \(D_n\) are biased toward 0 and 2 respectively.

**Proof.** From (4.1.5) we have that:

\[
\tilde{\varepsilon}_n = X_n - U_{n-1} - \hat{\theta}_n^i \phi_{n-1} - \hat{\theta}_n \phi_{n-1} - \pi_{n-1}, \quad (4.2.32)
\]

where \(\hat{\theta}_n = (\hat{\theta}_n - \theta^*)\). We can see then that

\[
\tilde{\varepsilon}_n^2 = X_n^2 + x_n^2 + \pi_{n-1}^2 + \left(\hat{\theta}_n^i \phi_{n-1} - \hat{\theta}_n \phi_{n-1} - \pi_{n-1}\right)^2 - 2X_n \left(\hat{\theta}_n^i \phi_{n-1} - \hat{\theta}_n \phi_{n-1} - \pi_{n-1}\right) + 2x_n \pi_{n-1}, \quad (4.2.33)
\]

and from (2.0.1), (4.2.7) and (4.2.12) we find that

\[
\frac{1}{n} \sum_{k=1}^{n} \tilde{\varepsilon}_k^2 \to \frac{\sigma^2}{1 - \rho^{2p+2}} \quad \text{a.s.} \quad (4.2.34)
\]

In a similar way we find from (2.0.1), (4.2.7), (4.2.12) and (4.2.24) that

\[
\frac{1}{n} \sum_{k=1}^{n} \tilde{\varepsilon}_k \tilde{\varepsilon}_{k-1} \to 0 \quad \text{a.s.} \quad (4.2.35)
\]

Hence, convergences (4.2.34) and (4.2.35) imply that

\[
\hat{\rho}_n \to 0 \quad \text{a.s.} \quad (4.2.36)
\]

In addition, from relation (4.1.8) we have already proved that

\[
D_n \to 2 \quad \text{a.s.} \quad (4.2.37)
\]
In order to deal with a CLT for the LS algorithm, we notice as in Theorem 2.2.5 that

\[
\tilde{\theta}_n - \theta^* = S_{n-1}^{-1} \sum_{k=1}^{n} \phi_{k-1} \varepsilon_k - \mu
\]

\[
= S_{n-1}^{-1} \sum_{k=1}^{n} \rho \phi_{k-1} \varepsilon_{k-1} + S_{n-1}^{-1} M_n - \mu
\]

where

\[
M_n = \sum_{k=1}^{n} \phi_{k-1} V_k. \tag{4.2.38}
\]

We observe that \((M_n)_{n \geq 0}\) is a vector martingale, from Lemma 2.2.2 and convergence (4.2.7) we have that

\[
\sqrt{n} S_{n-1}^{-1} M_n \xrightarrow{\mathcal{D}} \mathcal{N}(0, (1 - \rho^{2p+2})I_p). \tag{4.2.39}
\]

However, we can not make a similar conclusion for

\[
\sqrt{n} S_{n-1}^{-1} \sum_{k=1}^{n} \rho \phi_{k-1} \varepsilon_{k-1} = \sqrt{n} S_{n-1}^{-1} \sum_{k=1}^{n} \rho \phi_{k-1} X_{k-1}
\]

\[
- \sqrt{n} S_{n-1}^{-1} \sum_{k=1}^{n} \rho \phi_{k-1} (\pi_{k-2} + x_{k-1})
\]

since it is necessary to prove if the sequences

\[
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \phi_{k-1} X_{k-1} \tag{4.2.40}
\]

\[
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \phi_{k-1} (\pi_{k-2} + x_{k-1}) \tag{4.2.41}
\]

converge almost surely or not.

We know that if actually \(\rho = 0\) then [7]
4.2. **THE DW STATISTIC IN THE AR$_1(P)$ FRAMEWORK**

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\bar{Z}_1$</th>
<th>$\bar{Z}_2$</th>
<th>$\bar{Z}_3$</th>
<th>$\bar{V}[Z_1]$</th>
<th>$\bar{V}[Z_2]$</th>
<th>$\bar{V}[Z_3]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.0322</td>
<td>0.06</td>
<td>-0.0124</td>
<td>0.9655</td>
<td>0.9575</td>
<td>1.0414</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.0164</td>
<td>0.016</td>
<td>-0.082</td>
<td>0.9046</td>
<td>0.9919</td>
<td>0.9991</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.049</td>
<td>-0.07</td>
<td>0.013</td>
<td>1.0825</td>
<td>0.9979</td>
<td>1.0362</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.1906</td>
<td>-0.1684</td>
<td>-0.1679</td>
<td>0.9963</td>
<td>1.0951</td>
<td>1.1759</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.2336</td>
<td>-0.6997</td>
<td>-0.9860</td>
<td>1.2191</td>
<td>2.2467</td>
<td>2.3680</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5723</td>
<td>-0.3325</td>
<td>-2.6568</td>
<td>1.2672</td>
<td>3.3323</td>
<td>8.6544</td>
</tr>
</tbody>
</table>

Chart 3: Summary of the LS-CLT experiment, AR$_1(3)$.

\[
\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \overset{\mathcal{D}}{\rightarrow} \mathcal{N}(0, \sigma^2 I_p) \tag{4.2.42}
\]

i.e., we only conserve the martingale given by (4.2.38).

In order to glimpse the behavior of a CLT for the LS algorithm via numerical experiments we consider the AR$_1(3)$ model, given for all $n \geq 0$ by

\[
X_{n+1} = a_1 X_n + a_2 X_{n-1} + a_3 X_{n-2} + U_n + \varepsilon_{n+1}, \quad \text{and} \\
\varepsilon_{n+1} = \rho \varepsilon_n + V_{n+1},
\]

where $a_1 = 1$, $a_2 = 1.6$, $a_3 = -0.5$ and $(V_n)_{n \geq 0}$ is an i.i.d. $\mathcal{N}(0, 0.324)$ sequence, in addition for the sake of simplicity we consider the reference trajectory to be identically zero. This experiment is based in 400 samples of size $N=10000$. In order to simplify the presentation of the results of the experiment, let us define $Z_1$, $Z_2$ and $Z_3$ as the first, second and third coordinate of

\[
\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \tag{4.2.43}
\]

respectively, and denote by $\bar{Z}_i$ and $\bar{V}[Z_i]$ for $i = 1, 2, 3$ their means and variances. In Chart 3 we present five non zero choices for the autocorrelation parameter and we can compare the mean and variance of $Z_1$, $Z_2$ and $Z_3$ for each case with the reference case offered by $\rho = 0$. We observe that the results of the experiment for small values of $\rho$ are closer to the ones for $\rho = 0$. 


Figure 4.1: CLT for $\rho = 0.8$
while bigger values for the autocorrelation parameter have significantly more distant results from the ones of the reference case. Furthermore in Figures 4.1, 4.2 and 4.3 we display histograms for illustrating the CLT for the choices $\rho = 0.8$, $\rho = 0.4$ and $\rho = -0.1$. From the discussion presented above and Figures 4.1, 4.2 and 4.3 we may conjecture in the one hand that smaller values in modulus for the autocorrelation parameter leads to the distribution of (4.2.43) to be closer to a $\mathcal{N}(0, I_3)$, while values for $\rho$ closer to one present a normal distribution which does not seems to be $\mathcal{N}(0, I_3)$.

At this point, we may ask to ourselves about the possibility of having a CLT for the Durbin-Watson statistic and the estimator of the autocorrelation parameter given for all $n \geq 0$ by (4.1.7), due to the relation between this

![Figure 4.2: CLT for $\rho = 0.4$](image-url)
statistics we only work on the limit distribution of $\widehat{\rho}_n$. For this, we notice that

$$
\sum_{k=1}^{n} \varepsilon_k^2 = \sum_{k=1}^{n} X_k \left( \pi_{k-2} - \hat{\theta}_{k-1} \hat{\phi}_{k-2} - x_{k-1} \right) + \sum_{k=1}^{n} \left( \pi_{k-1} - x_k - \hat{\theta}_{k} \hat{\phi}_{k-1} \right) \left( X_{k-1} - x_{k-1} - \hat{\theta}_{k-1} \hat{\phi}_{k-2} + \pi_{k-2} \right) \\
+ \sum_{l=0}^{[n/2]} (\rho^{p+1})^{2l+1} M_{l,n} + \sum_{l=0}^{[n/2]} (\rho^{p+1})^{2l+1} N_{l,n} + \sum_{l=0}^{[n/2]} (\rho^{p+1})^{2l+1} \eta_{l,n} \\
+ \sum_{l=0}^{[n/2]} (\rho^{p+1})^{2l+1} \mu_{l,n},
$$

where for all $l = 1, 2, \cdots, [n/2]$, and

$$
M_{l,n} = \sum_{k=1}^{n} X_{k-l(p+1)-1} V_{k-l(p+1)} \tag{4.2.44}
$$

$$
N_{l,n} = \sum_{k=1}^{n} X_{k-p(l+1)-1-l} V_{k-l(p+1)-1} \tag{4.2.45}
$$

$$
\eta_{l,n} = \sum_{k=1}^{n} X_{k-(p+1)-1} \omega_{k-l(p+1)} \tag{4.2.46}
$$

$$
\mu_{l,n} = \sum_{k=1}^{n} X_{k-p(l+1)-1} \omega_{k-l(p+1)-1} \tag{4.2.47}
$$

and for all $k \geq 0 \omega_k = y_k + z_k$, with $y_k$ and $z_k$ given in Remark 4. We find that for all $l = 1, 2, \cdots, [n/2]$ both $M_{l,n}$ and $N_{l,n}$ are martingales, then from Lemma 2.2.2 and convergence (4.2.7) we have that

$$
\frac{1}{\sqrt{n}} (\rho^{p+1})^{2l} M_{l,n} \overset{\mathcal{L}}{\to} \mathcal{N} \left( 0, \sigma^4 (\rho^{2p+2})^{2l} (1 - \rho^{2p+2})^{-1} \right) \tag{4.2.48}
$$

and

$$
\frac{1}{\sqrt{n}} (\rho^{p+1})^{2l+1} N_{l,n} \overset{\mathcal{L}}{\to} \mathcal{N} \left( 0, \sigma^4 (\rho^{2p+2})^{2l+1} (1 - \rho^{2p+2})^{-1} \right). \tag{4.2.49}
$$
4.2. THE DW STATISTIC IN THE AR_{1}(P) FRAMEWORK

Figure 4.3: CLT for \( \rho = -0.1 \)
which imply

\[
\frac{(\rho^{p+1})^{2l} M_i,n}{\sqrt{n} \sum_{k=1}^{n} \hat{e}_k^2} \xrightarrow{\mathcal{L}} \mathcal{N} \left( 0, (\rho^{2p+2})^{2l} (1 - \rho^{2p+2}) \right)
\]

(4.2.50)

and

\[
\frac{(\rho^{p+1})^{2l+1} N_i,n}{\sqrt{n} \sum_{k=1}^{n} \hat{e}_k^2} \xrightarrow{\mathcal{L}} \mathcal{N} \left( 0, (\rho^{2p+2})^{2l+1} (1 - \rho^{2p+2}) \right)
\]

(4.2.51)

all this lead us to think that the limit distribution of \(\sqrt{n} \hat{\rho}_n\) is normal, however we have similar problems to the ones had for the LS algorithm as we can see in (4.2.44). For trying to see the behavior of the Durbin-Watson statistic via a numerical experiment, we set

\[
Z_4 = \sqrt{n} \hat{\rho}_n
\]

(4.2.52)

\[
Z_5 = \sqrt{n} (D_n - 2)
\]

(4.2.53)

and consider the AR1(3) process given for all \(n \geq 0\) by

\[
X_{n+1} = a_1 X_n + a_2 X_{n-1} + a_3 X_{n-2} + U_n + \hat{e}_{n+1},
\]

\[
\hat{e}_{n+1} = \rho \hat{e}_n + V_{n+1}
\]

where \(a_1 = 1\), \(a_2 = 1.6\), \(a_3 = -0.5\) and \((V_n)_{n \geq 0}\) is an i.i.d. \(N(0, 3.24)\) sequence and the reference trajectory is identically zero. In Chart 4, we observe that small values of \(\rho\) have closer results to the ones obtained when \(\rho = 0\) than the corresponding models for \(\rho = 0.8\) and \(\rho = 0.5\). In addition we observe in Figures 4.4, 4.5 and 4.6 that the distribution of \(Z_4\) and \(Z_5\) is normal, but both mean and variance depends on \(\rho\) in a direct way.
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<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$Z_4$</th>
<th>$Z_5$</th>
<th>$V[Z_4]$</th>
<th>$V[Z_5]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1071</td>
<td>-0.2262</td>
<td>1.0294</td>
<td>4.1214</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.1069</td>
<td>0.2005</td>
<td>0.9416</td>
<td>3.7635</td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.199</td>
<td>0.3843</td>
<td>1.0597</td>
<td>4.2379</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4303</td>
<td>-0.8744</td>
<td>1.0646</td>
<td>4.2557</td>
</tr>
<tr>
<td>0.5</td>
<td>1.4540</td>
<td>-2.9194</td>
<td>2.403</td>
<td>9.6127</td>
</tr>
<tr>
<td>0.8</td>
<td>-6.4644</td>
<td>3.2264</td>
<td>9.0894</td>
<td>36.3521</td>
</tr>
</tbody>
</table>

Chart 4: Summary of the DW-CLT experiment, AR1(3).

Figure 4.4: CLT for $\rho = -0.1$
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Figure 4.5: CLT for $\rho = 0.4$
Figure 4.6: CLT for $\rho = 0.8$
Conclusions

In Chapter 2 via our new concept of strong controllability, we have extended the analysis of the almost sure convergence for both LS and WLS algorithms in the multidimensional ARX framework. It enables us to provide a positive answer to a conjecture in [5] by establishing a CLT and a LIL for these two stochastic algorithms.

In Chapter 3 via the use of a persistently excited adaptive tracking control, we have shown that it was possible to get rid of the strong controllability assumption proposed in Chapter 2. We have established the almost sure convergence for the LS and WLS estimators in the multidimensional ARX framework. In addition, we have shown the residual optimality of the adaptive tracking. Moreover, both LS and the WLS estimators share the same CLT and LIL.

In Chapter 4 via numerical experiments we conjecture about the asymptotic properties of the LS algorithm and the Durbin-Watson statistic in the $AR_1(p)$ adaptive tracking framework, in addition under additional conditions some of such conjectures were proved. The problematic introduced by the autocorrelated noise in order to obtain a CLT for the LS algorithm and the Durbin-Watson statistic is also explained.
Further Work

It would be a great challenge for the control community to carry out similar analysis to the exposed in Chapters 2 and 3 for $ARX_d(p, q)$ models with unknown high frequency gain and to extend it to $ARMAX_d(p, q, r)$ models.

It also would be interesting to extend the Section 3.3 in order to obtain the invertibility of the matrix $\Lambda_x$ and obtain analogue results of the exposed in Chapters 2 and 3 for reference trajectories which no necessarily satisfy (2.0.1).

Finally it is necessary to prove condition (E.1) for proving in a full way Theorems 4.2.1 and 4.2.2 and produce the background needed for solving the complications carried by the autocorrelated noise.
Matlab Codes

Program 1. Example 1 of Chapter 2.

********************
* ARX
* d=2, p=1, q=1
* X_{n+1} = AX_n + U_n + BU_{n-1} + \varepsilon_{n+1}
********************

clear all
NR=400; * The number of repetitions
N=10000; * The sample size
d=2; * The dimension we are working on
********************
* The parameters of the model
A=[2 0; 0 1/2];
A1=A(1,1); A2=A(2,2);
B=[3/4 0; 0 -1/4];
B1=B(1,1); B2=B(2,2);
THETA = [A B];
SIGMA=1;
delta=d+d;
L=[eye(d) zeros(d); zeros(d) A*A*inv(eye(d)-B*B)];
K=inv(L);
********************
* The reference trajectory
x=[0;0];
********************
* We reserve some space for the CLT of the LS algorithm
Z1=[ ]; Z2=[ ]; Z3=[ ]; Z4=[ ];
********************
* Start of the program
Implementation of the Least Squares algorithm and the Aström and Wittenmark tracking
Construction of THETAN and SN
********************
for j=1:NR,
* The initial values of XN, UN, PHIIN and SN in every repetition
\text{Matlab Codes}

\begin{verbatim}
XN = ones(d,1);
UN = zeros(d,1); UNM = zeros(d,1);
PHIN = [XN' UNM'];
SPHIN = PHIN*PHIN' + eye(delta);
RPHIN = inv(SPHIN);
SN = SPHIN;
* The initial values of THETAN
THETAN = [zeros(d) zeros(d)];
AN = zeros(d);
BN = zeros(d);
* We reserve some space for the LLN for LS algorithm
ANT = [];
BNT = [];
for i=1:N
    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
    * Computation of XN at step i
    EPSN = SIGMA*randn(d,1);
    XN = THETA'*PHIN + UN + EPSN;
    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
    * The LS algorithm at step i
    THETAN = THETAN + RPHIN*PHIN*(XN - UN - THETAN'*PHIN);
    AN = THETAN(1:d,:);
    BN = THETAN(d+1:2*d,:);
    ANT = [ANT AN];
    BNT = [BNT BN];
    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
    * The adaptive tracking control and regression vector
    PHIN = [XN' UN'];
    UN = x*THETAN'*PHIN;
    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
    * Computation of the matrix SN at step i
    SN = SN + PHIN*PHIN';
    RPHIN = RPHIN - (1/(1+PHIN'*RPHIN*PHIN))*RPHIN*PHIN*PHIN'*RPHIN;
end;

* Central Limit Theorem for LS algorithm
Z1=[Z1 sqrt(N)*(AN(1,1)-A1)/sqrt(K(1,1))];
Z2=[Z2 sqrt(N)*(AN(2,2)-A2)/sqrt(K(2,2))];
Z3=[Z3 sqrt(N)*(BN(1,1)-B1)/sqrt(K(3,3))];
Z4=[Z4 sqrt(N)*(BN(2,2)-B2)/sqrt(K(4,4))];
\end{verbatim}
end
*
* Graphic illustrations
*************************
ANT1=ANT(1:1,1:d*d*N);
ANT2=ANT(2:2,2:d*d*N);
BNT1=BNT(1:1,1:d*d*N);
BNT2=BNT(2:2,2:d*d*N);
* LLN for LS algorithm
clf; tp=[1:N];
figure(1)
subplot(2,1,1);
plot(tp,ANT1(tp),’b’,tp,A1*ones(N,1),’r’);%title(’Almost Sure convergence for A’);
hold on
plot(tp,ANT2(tp),’b’,tp,A2*ones(N,1),’r’);
subplot(2,1,2);
plot(tp,BNT1(tp),’b’,tp,B1*ones(N,1),’r’);%title(’Almost Sure convergence for B’);
hold on
plot(tp,BNT2(tp),’b’,tp,B2*ones(N,1),’r’);
* CLT for LS algorithm
NC=sqrt(N);
figure(2)
%subplot(2,2,1);
[EZ1,CZ1]=histo(Z1,NC,0,1); hold on;
plot(CZ1,dnorm(CZ1),’r’); hold off;
%title(’CLT for A’);
%subplot(2,2,2); [EZ2,CZ2]=histo(Z2,NC,0,1); hold on;
plot(CZ2,dnorm(CZ2),’r’); hold off;
%title(’CLT for B’);
%subplot(2,2,3);
[EZ3,CZ3]=histo(Z3,NC,0,1); hold on;
plot(CZ3,dnorm(CZ3),’r’); hold off;
%title(’CLT for B’);
%subplot(2,2,4);
[EZ4,CZ4]=histo(Z4,NC,0,1); hold on;
plot(CZ4,dnorm(CZ4),’r’); hold off;
%title(’CLT for B’);
Program 2. Example 2 of Chapter 2.

**************************
* ARX
* d=2, p=1, q=1
* X_{n+1} = AX_n + U_n + BU_{n-1} + eps_{n+1}
**************************

clear all
NR=400; * The number of repetitions
N=10000; * The sample size
d=2; * The dimension we are working on

* The parameters of the model
A=[2 0;0 0];
A1=A(1,1);A2=A(2,2);
B=[3/4 0;0 -1/4];
B1=B(1,1);B2=B(2,2);
THETA = [A B];
SIGMA=1;
delta=d+d;
L=[eye(d) zeros(d);zeros(d) A*A*inv(eye(d)-B*B)];
K=inv(L);

* The reference trajectory
x=[0;0];

* We reserve some space for the CLT of the LS algorithm
Z1=[]; Z2=[]; Z3=[]; Z4=[];

* Start of the program

Implementation of the Least Squares algorithm and the Åström and Wittenmark tracking
Construction of THETAN and SN

for j=1:NR,
* The initial values of XN, UN, PHIN and SN in every repetition
XN = ones(d,1);
UN = zeros(d,1); UNM = zeros(d,1);
PHIN = [XN' UNM']';
SPHIN = PHIN*PHIN' + eye(delta);
RPHIN = inv(SPHIN);
SN = SPHIN;
* The initial values of THETAN
THETAN = [zeros(d) zeros(d)'];
AN = zeros(d);
BN = zeros(d);
* We reserve some space for the LLN for LS algorithm
ANT = []; BNT = [];
for i = 1: N
*******************************************************************************
* Computation of XN at step i
EPSN = SIGMA*randn(d,1) ;
XN = THETA'*PHIN + UN + EPSN;
*******************************************************************************
* The LS algorithm at step i
THETAN = THETAN + RPHIN*PHIN'*(XN - UN - THETAN*PHIN)';
AN = THETAN(1:d,:);'
BN = THETAN(d+1:2*d,:);'
ANT = [ANT AN];
BNT = [BNT BN];
*******************************************************************************
* The adaptive tracking control and regression vector
PHIN = [XN' UN']';
UN = x.THETAN*PHIN;
*******************************************************************************
* Computation of the matrix SN at step i
SN = SN + PHIN*PHIN';
RPHIN = RPHIN - (1/(1+PHIN'*RPHIN*PHIN))*RPHIN*PHIN*PHIN*RPHIN;
ed;
* Central Limit Theorem for LS algorithm
Z1 = [Z1 sqrt(N)*(AN(1,1)-A1)/sqrt(K(1,1))];
Z2 = [Z2 sqrt(N)*(AN(2,2)-A2)/sqrt(K(2,2))];
Z3 = [Z3 sqrt(N)*(BN(1,1)-B1)/sqrt(K(3,3))];
Z4 = [Z4 sqrt(N)*(BN(2,2)-B2)/sqrt(K(4,4))];
ed
* Graphic illustrations
Matlab Codes

***********************

\[
\begin{align*}
\text{ANT1} &= \text{ANT}(1:1,1:d^*N); \\
\text{ANT2} &= \text{ANT}(2:2,2:d^*N); \\
\text{BNT1} &= \text{BNT}(1:1,1:d^*N); \\
\text{BNT2} &= \text{BNT}(2:2,2:d^*N); \\
\end{align*}
\]

* LLN for LS algorithm

clf; tp=[1:N]; 
figure(1)

subplot(2,1,1);
plot(tp,ANT1(tp),’b’,tp,\text{A1}^*\text{ones}(N,1),’r-‘);

\hspace{1cm} \text{title} \hspace{1cm} \text{’Almost Sure convergence for A’};

hold on

plot(tp,ANT2(tp),’b’,tp,A2^*\text{ones}(N,1),’r-‘);

subplot(2,1,2);

plot(tp,BNT1(tp),’b’,tp,B1^*\text{ones}(N,1),’r-‘);

hold on

plot(tp,BNT2(tp),’b’,tp,B2^*\text{ones}(N,1),’r-‘);

\hspace{1cm} \text{title} \hspace{1cm} \text{’Almost Sure convergence for B’};

* CLT for LS algorithm

NC=\text{sqrt}(N);
figure(2)

subplot(2,2,1);

[\text{EZ1,CZ1}]=\text{histo}(Z1,\text{NC},0,1); \hspace{1cm} \text{hold on};

plot(CZ1,\text{dnorm(CZ1)},’r-‘); \hspace{1cm} \text{hold off};

\hspace{1cm} \text{title} \hspace{1cm} \text{’CLT for A’}_{11};

subplot(2,2,2); \hspace{1cm} [\text{EZ2,CZ2}]=\text{histo}(Z2,\text{NC},0,1); \hspace{1cm} \text{hold on};

plot(CZ2,\text{dnorm(CZ2)},’r-‘); \hspace{1cm} \text{hold off};

\hspace{1cm} \text{title} \hspace{1cm} \text{’CLT for A’}_{22};

subplot(2,2,3);

[\text{EZ3,CZ3}]=\text{histo}(Z3,\text{NC},0,1); \hspace{1cm} \text{hold on};

plot(CZ3,\text{dnorm(CZ3)},’r-‘); \hspace{1cm} \text{hold off};

\hspace{1cm} \text{title} \hspace{1cm} \text{’CLT for B’}_{11};

subplot(2,2,4);

[\text{EZ4,CZ4}]=\text{histo}(Z4,\text{NC},0,1); \hspace{1cm} \text{hold on};

plot(CZ4,\text{dnorm(CZ4)},’r-‘); \hspace{1cm} \text{hold off};

\hspace{1cm} \text{title} \hspace{1cm} \text{’CLT for B’}_{22};

Program 3. Example 1 of Chapter 3.
**********

* ARX
* d=2 p=1 q=1
* \( X_{n+1} = AX_n + U_n + BU_{n-1} + \epsilon_{n+1} \)
* 
* 

NR=400; * The number of repetitions
N=10000; * The sample size
d=2; * The dimension we are working on

* The parameters of the model
A=[1 0 0 1/2];
A1=A(1,1);A2=A(2,2);
B=[1/20 0 0 -1/12]; B1=B(1,1);B2=B(2,2);
THETA = [A B];
SIGMA=1;
SIGMA1=1;
delta=d+d;
L=[2*eye(d) eye(d) eye(d) A*A*inv(eye(d)-B*B)];
K=inv(L);

* The reference trajectory
x=[0;0];

* We reserve some space for the CLT of the LS algorithm
Z1=[]; Z2=[]; Z3=[]; Z4=[];

* Start of the program

Implementation of the Least
Squares algorithm and
the Aström and Wittenmark tracking

Construction of THETAN and SN

for j=1:NR,
* The initial values of $X_N$, $UN$, $PHIN$ and $SN$ in every repetition
\[
X_N = \text{ones}(d,1);
\]
\[
UN = \text{zeros}(d,1); \quad UNM = \text{zeros}(d,1);
\]
\[
PHIN = [X_N' \ UNM]';
\]
\[
SPHIN = PHIN*PHIN' + \text{eye}(\text{delta});
\]
\[
RPHIN = \text{inv}(SPHIN);
\]
\[
SN = SPHIN;
\]

* The initial values of $\text{THETAN}$
\[
\text{THETAN} = [\text{zeros}(d) \ \text{zeros}(d)]';
\]
\[
\text{AN} = \text{zeros}(d);
\]
\[
\text{BN} = \text{zeros}(d);
\]

* We reserve some space for the LLN for LS algorithm
\[
\text{ANT}=[]; \quad \text{BNT}=[];
\]
for i=1:N

****************************

* Computation of $X_N$ at step $i$
\[
\text{EPSN} = \text{SIGMA} \times \text{randn}(d,1);
\]
\[
X_N = \text{THETA'} \times PHIN + UN + EPSN;
\]

****************************

* The LS algorithm at step $i$
\[
\text{THETAN} = \text{THETAN} + RPHIN \times PHIN' \times (X_N - UN - \text{THETAN'} \times PHIN);\]
\[
\text{AN} = \text{THETAN}(1:d,:); \quad \text{BN} = \text{THETAN}(d+1:2*d,:);\]
\[
\text{ANT} = [\text{ANT} \ \text{AN}]; \quad \text{BNT} = [\text{BNT} \ \text{BN}];
\]

**************************

* The adaptive tracking control and regression vector
\[
\text{PHINM} = \text{PHIN};
\]
\[
\text{PHIN} = [X_N' \ UN']';
\]
\[
UN = x \times \text{THETAN'} \times PHIN + \text{SIGMA1} \times \text{randn}(d,1);
\]

**************************

* Computation of the matrix $SN$ at step $i$
\[
\text{SN} = SN + PHIN' \times PHIN';
\]
\[
RPHIN = RPHIN - (1/(1 + PHIN' \times RPHIN \times PHIN)) \times RPHIN \times PHIN' \times PHIN' \times RPHIN;
\]
end;  

* Central Limit Theorem for LS algorithm
\[
Z_1 = [Z_1 \ \text{sqrt}(N) \times (AN(1,1)-A1) / \text{sqrt}(K(1,1))];
\]
Z2=[Z2 sqrt(N)*(AN(2,2)-A2)/sqrt(K(2,2))];
Z3=[Z3 sqrt(N)*(BN(1,1)-B1)/sqrt(K(3,3))];
Z4=[Z4 sqrt(N)*(BN(2,2)-B2)/sqrt(K(4,4))];
end

* Graphic illustrations

*****************************************************************************
ANT1=ANT(1:1,1:d*d*N);
ANT2=ANT(2:2,2:d*d*N);
BNT1=BNT(1:1,1:d*d*N);
BNT2=BNT(2:2,2:d*d*N);
* LLN for LS algorithm
cf; tp=[1:N];
figure(tp=[1:N];
subplot(1,1,1);
plot(X,ANT1(1,1:1:d*d*N),"b-"),title(Almost Sure convergence for A');
hold on
plot(X,ANT2(1,1:1:d*d*N),"b-"),title(Almost Sure convergence for A');
hold on
subplot(1,1,2);
plot(X,BNT1(1,1:1:d*d*N),"b-"),title(Almost Sure convergence for B');
hold on
plot(X,BNT2(1,1:1:d*d*N),"b-"),title(Almost Sure convergence for B');
hold on
NC=sqrt(N);
figure(3)
subplot(1,1,1);
[ez1,ez]=histo([Z1,NC,0,1); hold on;
plot(ez1,dnorm(ez1),"r-"), title('CLT for A''11');
subplot(1,1,2);
[ez2,ez2]=histo([Z2,NC,0,1); hold on;
plot(ez2,dnorm(ez2),"r-"), title('CLT for A''22');
subplot(1,1,3);
[ez3,ez3]=histo([Z3,NC,0,1); hold on;
plot(ez3,dnorm(ez3),"r-"), title('CLT for B''11');
Matlab Codes

```
subplot(2,2,4);
[EZ4,CZ4]=histo(Z4,NC,0,1); hold on;
plot(CZ4,dnorm(CZ4),'r-'); hold off;
title('CLT for $B_{22}$');

Program 4. Example 2 of Chapter 3.

***************************************************************************
* * ARX
* d=2 p=1 q=1
* $X_{n+1} = AX_n + U_n + BU_{n-1} + \epsilon_{n+1}$
* *
***************************************************************************

NR=400; * The number of repetitions
N=10000; * The sample size
d=2; * The dimension we are working on

***************************************************************************
The parameters of the model
A=[2 0; 0 0];
A1=A(1,1);A2=A(2,2);
B=[3/4 0; 0 -1/2];
B1=B(1,1);B2=B(2,2);
THETA = [A B];
SIGMA=1;
SIGMA1=1;
daeta=d+d;
L=[2*eye(d) eye(d) eye(d) eye(d) + (A*A + (A+B)*(A+B))*inv(eye(d)-B*B)];
K=inv(L);

***************************************************************************
The reference trajectory x=[0;0];
***************************************************************************
* We reserve some space for the CLT of the LS algorithm Z1=[ ]; Z2=[ ]; Z3=[ ]; Z4=[ ];
***************************************************************************
* Start of the program
***************************************************************************
Implementation of the Least
Squares algorithm and
```
the Aström and Wittenmark tracking

Construction of THETAN and SN

for j=1:NR,
* The initial values of XN, UN, PHIN and SN in every repetition
XN = ones(d,1);
UN = zeros(d,1); UNM = zeros(d,1);
PHIN = [XN’ UNM’];
SPHIN = PHIN*PHIN’+eye(delta);
RPHIN = inv(SPHIN);
SN = SPHIN;
* The initial values of THETAN
THETAN = [zeros(d) zeros(d)];
AN = zeros(d);
BN = zeros(d);
* We reserve some space for the LLN for LS algorithm
ANT=[][]; BNT=[][];
for i=1:N

* Computation of XN at step i
EPSN =SIGMA*randn(d,1) ;
XN = THETA*PHIN + UN + EPSN;

* The LS algorithm at step i
THETAN = THETAN + RPHIN*PHIN*(XN - UN - THETAN*PHIN);
AN = THETAN(1:d,:);’;
BN = THETAN(d+1:2*d,:);’;
ANT = [ANT AN];
BNT = [BNT BN];

* The adaptive tracking control and regression vector
PHINM=PHIN;
PHIN = [XN’ UN’];
UN=x-THETAN*PHIN+SIGMA1*randn(d,1);

* Computation of the matrix SN at step i
SN = SN + PHIN*PHIN’; RPHIN = RPHIN - (1/(1+PHIN*RPHIN*PHIN))*RPHIN*PHIN*PHIN’*RPHIN;
end;
* Central Limit Theorem for LS algorithm
Z1=[Z1 sqrt(N)*((AN(1,1)-A1)/sqrt(K(1,1))];
Z2=[Z2 sqrt(N)*((AN(2,2)-A2)/sqrt(K(2,2))];
Z3=[Z3 sqrt(N)*((BN(1,1)-B1)/sqrt(K(3,3))];
Z4=[Z4 sqrt(N)*((BN(2,2)-B2)/sqrt(K(4,4))];
end
* Graphic illustrations

ANT1=ANT(1:1,1:d:d*N); ANT2=ANT(2:2,2:d:d*N);
BNT1=BNT(1:1,1:d:d*N); BNT2=BNT(2:2,2:d:d*N);
* LLN for LS algorithm
cf; tp=[1:N];
figure(1)
subplot(2,1,1);
plot(tp,ANT1(tp),’b’,tp,A1*ones(N,1),’r-’);
title(’Almost Sure convergence for A’);
hold on
plot(tp,ANT2(tp),’b’,tp,A2*ones(N,1),’r-’);
subplot(2,1,2);
plot(tp,BNT1(tp),’b’,tp,B1*ones(N,1),’r-’);
hold on
plot(tp,BNT2(tp),’b’,tp,B2*ones(N,1),’r-’);
title(’Almost Sure convergence for B’);
* CLT for LS algorithm
NC=sqrt(N);
figure(3)
subplot(2,2,1);
[EZ1,CZ1]=histo(Z1,NC,0,1); hold on;
plot(CZ1,dnorm(CZ1),’r-’); hold off;
title(’CLT for A’);
subplot(2,2,2);
[EZ2,CZ2]=histo(Z2,NC,0,1); hold on;
plot(CZ2,dnorm(CZ2),’r-’); hold off;
title(’CLT for B’);
subplot(2,2,3);
[EZ3,CZ3]=histo(Z3,NC,0,1); hold on;
plot(CZ3,dnorm(CZ3),’r-’); hold off;
Program 5. Example 3 of Chapter 3.

**The parameters of the model**

\[
A = \begin{bmatrix} 3 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 2 \end{bmatrix}; \\
A1 = A(1,1); A2 = A(2,2); \\
B = \begin{bmatrix} 3/4 & 0; 0 & -1/4 \end{bmatrix}; \\
B1 = B(1,1); B2 = B(2,2); \\
\text{THETA} = \begin{bmatrix} A & B \end{bmatrix}; \\
\text{SIGMA} = 1; \\
\text{SIGMA1} = 1; \\
\text{delta} = d + d; \\
L = [2*\text{eye}(d) \text{ eye}(d) \text{ eye}(d) + A*A + (A+B)*(A+B)]^*\text{inv}([\text{eye}(d) - B* B]); \\
K = \text{inv}(L); \\
\]

* We reserve some space for the CLT of the LS algorithm

\[
Z1 = [ ]; \\
Z2 = [ ]; \\
Z3 = [ ]; \\
Z4 = [ ]; \\
\]

* Start of the program

**Implementation of the Least Squares algorithm and**
the Astöm and Wittenmark tracking

Construction of THETAN and SN

for j=1:NR,
* The initial values of XN, UN, PHIN and SN in every repetition
XN = ones(d,1);
UN = zeros(d,1); UNM = zeros(d,1);
PHIN = [XN' UNM']';
SPHIN = PHIN*PHIN'+eye(delta);
RPHIN = inv(SPHIN);
SN = SPHIN;
* The initial values of THETAN
THETAN = [zeros(d) zeros(d)]';
AN = zeros(d);
BN = zeros(d);
* We reserve some space for the LLN for LS algorithm
ANT=[]; BNT=[];
for i=1:N

* Computation of XN at step i
EPSN =SIGMA*randn(d,1) ;
XN = THETA'*PHIN + UN + EPSN;

* The LS algorithm at step i
THETAN = THETAN + RPHIN*PHIN*(XN - UN - THETAN'*PHIN)';
AN = THETAN(1:d,:);'
BN = THETAN(d+1:2*d,:);'
ANT = [ANT AN];
BNT = [BNT BN];

* The adaptive tracking control and regression vector
PHINM=PHIN;
PHIN = [XN' UN']';
UN=SIGMA1*randn(d,1)-THETAN'*PHIN:

* Computation of the matrix SN at step i
SN = SN + PHIN*PHIN';
RPHIN = RPHIN - (1/(1+PHIN*RPHIN))RPHIN*PHIN*RPHIN; 
end;

* Central Limit Theorem for LS algorithm
Z1=[Z1 sqrt(N)*((AN(1,1)-A1)/sqrt(K(1,1)))];
Z2=[Z2 sqrt(N)*((AN(2,2)-A2)/sqrt(K(2,2)))];
Z3=[Z3 sqrt(N)*((BN(1,1)-B1)/sqrt(K(3,3)))];
Z4=[Z4 sqrt(N)*((BN(2,2)-B2)/sqrt(K(4,4)))];
end

* Graphic illustrations

***************TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT
Matlab Codes

subplot(2,2,3);
[EZ3,CZ3]=histo(Z3,NC,0,1); hold on;
plot(CZ3,dnorm(CZ3),'r-'); hold off;
title('CLT for B_{11}');
subplot(2,2,4);
[EZ4,CZ4]=histo(Z4,NC,0,1); hold on;
plot(CZ4,dnorm(CZ4),'r-'); hold off;
title('CLT for B_{22}');

Program 6. Example 4 of Chapter 3.

**********************************************************************
*
* ARX
* d=2 p=1 q=1
* X_{n+1} = AX_n + U_n + BU_{n-1} + \epsilon_{p+1}
*
*
**********************************************************************

NR=400; * The number of repetitions
N=10000; * The sample size
d=2; * The dimension we are working on

The parameters of the model
A=[3 0;0 0];
A1=A(1,1);A2=A(2,2);
B=[3/4 0.0 -1/4];
B1=B(1,1);B2=B(2,2);
THETA = [A B];
SIGMA=1;
SIGMA1=1;
delta=d+d;
* The reference trajectory x=[0;1]; nabla=x*x'
L1=A*A*inv(eye(2)-B*B);
L2=eye(2)-(A+B)*inv(eye(2)+B);
L3=(A+B)*(A+B)*inv(eye(2)+B)*(inv(eye(2)+B)-inv(eye(2)-B*B));
L4=(A+B)*(A+B)*inv(eye(2)+B)*inv(eye(2)-B*B);
L5=-(A+B)*inv(eye(2)+B);
L=[1 0;0 1]+nabla nabla-inv(eye(2)+B)*(A+B)*nabla; nabla-inv(eye(2)+B)*(A+B)*nabla'
L1+nabla*(L2+L3+L4+L5)];
K=inv(L);

******************************************************************************
* We reserve some space for the CLT of the LS algorithm
Z1= []; Z2= []; Z3= []; Z4= [];
******************************************************************************
* Start of the program
******************************************************************************
Implementation of the Least
Squares algorithm and
the Aström and Wittenmark tracking

Construction of THETAN and SN
******************************************************************************
for j=1:NR,
* The initial values of XN, UN, PHIN and SN in every repetition
XN = ones(d,1);
UN = zeros(d,1); UNM = zeros(d,1);
PHIN = [XN' UNM']';
SPHIN = PHIN*PHIN+eye(delta);
RPHIN = inv(SPHIN);
SN = SPHIN;
* The initial values of THETAN
THETAN = [zeros(d) zeros(d)]';
AN = zeros(d);
BN = zeros(d);
* We reserve some space for the LLN for LS algorithm
ANT= []; BNT= [];
for i=1:N
******************************************************************************
* Computation of XN at step i
EPSN =SIGMA*randn(d,1) ;
XN = THETA'*PHIN + UN + EPSN;
******************************************************************************
* The LS algorithm at step i
THETAN = THETAN + RPHIN*PHIN*(XN - UN - THETAN'*PHIN)';
AN = THETAN(1:d,:)' ;
BN = THETAN(d+1:2*d,:);  
ANT = [ANT AN];  
BNT = [BNT BN];  
******************************************************************************  
* The adaptive tracking control and regression vector  
PHINM=PHIN;  
PHIN = [XN' UN']';  
UN=x-THETAN*PHIN;  
******************************************************************************  
* Computation of the matrix SN at step i  
SN = SN + PHIN*PHIN';  
RPHIN = RPHIN - (1/(1+PHIN'*RPHIN*PHIN))*RPHIN*PHIN*PHIN'*RPHIN;  
end;  
* Central Limit Theorem for LS algorithm  
Z1=[Z1 sqrt(N)*(AN(1,1)-A1)/sqrt(K(1,1))];  
Z2=[Z2 sqrt(N)*(AN(2,2)-A2)/sqrt(K(2,2))];  
Z3=[Z3 sqrt(N)*(BN(1,1)-B1)/sqrt(K(3,3))];  
Z4=[Z4 sqrt(N)*(BN(2,2)-B2)/sqrt(K(4,4))];  
end  
* Graphic illustrations  
******************************************************************************  
ANT1=ANT(1:1,d:d*N);  
ANT2=ANT(2:2,2:d:d*N);  
BNT1=BNT(1:1,d:d*N);  
BNT2=BNT(2:2,2:d:d*N);  
* LLN for LS algorithm  
clf; tp=[1:N];  
figure(1)  
subplot(2,1,1);  
plot(tp,ANT1(tp),’b’,tp,A1*ones(N,1),’r-’);  
title(’Almost Sure convergence for A’);  
hold on  
plot(tp,ANT2(tp),’b’,tp,A2*ones(N,1),’r-’);  
subplot(2,1,2);  
plot(tp,BNT1(tp),’b’,tp,B1*ones(N,1),’r-’);  
hold on  
plot(tp,BNT2(tp),’b’,tp,B2*ones(N,1),’r-’);  
title(’Almost Sure convergence for B’);
* CLT for LS algorithm
 NC=sqrt(N);
 figure(3)
 subplot(2,2,1);
 [EZ1,CZ1]=histo(Z1,NC,0,1); hold on;
 plot(CZ1,dnorm(CZ1),'r-'); hold off;
 title('CLT for A_{11}');
 subplot(2,2,2);
 [EZ2,CZ2]=histo(Z2,NC,0,1); hold on;
 plot(CZ2,dnorm(CZ2),'r-'); hold off;
 title('CLT for A_{22}');
 subplot(2,2,3);
 [EZ3,CZ3]=histo(Z3,NC,0,1); hold on;
 plot(CZ3,dnorm(CZ3),'r-'); hold off;
 title('CLT for B_{11}');
 subplot(2,2,4);
 [EZ4,CZ4]=histo(Z4,NC,0,1); hold on;
 plot(CZ4,dnorm(CZ4),'r-'); hold off;
 title('CLT for B_{22}');

Program 7. First example. Chapter 4.
*****************************
DURBIN WATSON
p=1 q=1
*****************************
N = 10000; * The sample size
NR =400; * The number of repetitions
*****************************
* The parameters of the model
THETA = 1; RHO =0.8;
THETASTAR = (THETA + RHO);
RHOSTAR = 0; DSTAR = 2;
SIGMA=1;
* We reserve some space for the CLT of the LS algorithm
Z1=[]; DD=[]; RHOCLT=[];
*****************************
* Start of the program
*****************************
Implementation of the Least
Squares algorithm and
the Åström and Wittenmark tracking

Construction of THETAN, SN, RHON and DN
for j=1:NR
* The initial values of XN, UN, PHIN and SN in every repetition
XN = 1; SN = XN*XN;
UN = 0;
EPSN = SIGMA*randn;
THETAN = 0; RHON = 0; DN = 0;
EPSHATN = randn; QN = EPSHATN*EPSHATN;
THETANT = [ ]; RHONT = [ ]; DNT = [ ];
for i=1:N
EPSN = RHO*EPSN + SIGMA*randn; XNM = XN; XN = THETA*XNM + UN + EPSN; X=[X XN];
*****************************************************************************
* The LS algorithm at step i
THETANM = THETAN;
THETAN = THETANM + XNM*(XN - UN - THETANM*XNM)/SN;
RHONM = RHON;
EPSHATNM = EPSHATN;
EPSHATN = XN - UN - THETAN*XNM;
*****************************************************************************
* The adaptive tracking control *
UN = - THETAN*XN;
*****************************************************************************
* Computation of the matrix SN, QN and the DW statistic at step i
SN = SN + XN*XN;
QN = QN + EPSHATN*EPSHATN;
RHON = RHONM + EPSHATN*(EPSHATN - RHONM*EPSHATN)/QN;
DN = DN + ((EPSHATN - EPSHATNM)^2 - (EPSHATN^2) * DN)/QN;
*****************************************************************************
* Stockage
THETANT = [THETANT THETAN];
RHONT = [RHONT RHON];
DNT = [DNT DN];
end
* Central Limit Theorem
Z1=[Z1 sqrt(N)*(THETAN-THETASTAR)];
DD=[DD sqrt(N)*(DN-2)/2];
RHOCLT=[RHOCLT sqrt(N)*RHON];
end
* Graphic illustrations
*******************************************************************************
clf; tp=[1:N];
figure(1)
subplot(3,1,1)
plot(tp,THETANT(tp),'b',tp,THETASTAR*ones(N,1),'r-');
subplot(3,1,2)
plot(tp,RHONT(tp),'b',tp,RHOSTAR*ones(N,1),'r-');
subplot(3,1,3)
plot(tp,DNT(tp),'b',tp,DSTAR*ones(N,1),'r-');
NC=sqrt(N);
figure(3)
[EZ1,CZ1]=histo(Z1,NC,0,1);hold on
plot(CZ1,dnorm(CZ1),'r-');
figure(4)
subplot(2,1,1);
[EZ4,CZ4]=histo(DD,NC,0,1);hold on
plot(CZ4,dnorm(CZ4),'r-');
subplot(2,1,2);
[EZ5,CZ5]=histo(RHOCLT,NC,0,1);hold on
plot(CZ5,dnorm(CZ5),'r-');

Program 8. Examples 2, 3 and of Chapter 4.
*******************************************************************************
*  
* DURBIN WATSON
*  
* p=3 q=1
*******************************************************************************
N = 10000; * The sample size
NR = 400; * The number of repetitions
*******************************************************************************
* The parameters of the model
A=1.0;
Matlab Codes

B=1.6;
C=-0.5;
THETA = [A;B;C]; RHO =0;
THETASTAR = THETA + [RHO;RHO^2; RHO^3];
SIGMA=sqrt(3.24);
RHOSTAR = 0; DSTAR = 2;
p=3;
* We reserve some space for the CLT of the LS algorithm
Z1=[ ]; Z2=[ ]; Z3=[ ];
DD=[ ]; RHOCLT=[ ];
******************************************************************************
* Start of the program
******************************************************************************

Implementation of the Least
Squares algorithm and
the Aström and Wittenmark tracking
Construction of THETAN, SN, RHON and DN
for j=1:NR
* The initial values
XN = 1; XNM=1; XNM1=1;
UN = 0;
EPSN =SIGMA*randn;
THETAN = [0 0 0]; RHON = 0; DN = 0;
EPSHATN = randn;
QN = EPSHATN*EPSHATN;
PHIN=[XN XNM XNM1];
SN=PHIN*PHIN'+eye(3);
SPHIN = PHIN*PHIN'+eye(3);
RPHIN = inv(SPHER);
THETANT = [ ]; RHONT = [ ]; DNT = [ ];
for i=1:N
EPSN = RHO*EPSN +SIGMA*randn;
XNM1=XNM;
XNM = XN;
XN = THETA*PHIN + UN + EPSN;
PHINM=PHIN;
PHINM1=PHINM;
PHIN=[XN;XNM;XNM1];
* The LS algorithm at step i
\[
\text{THETANM} = \text{THETAN};
\]
\[
\text{THETAN} = \text{THETANM} + \text{RPHIN}^*\text{PHIN'}^*\text{XN};
\]
*******************************************************************************

* Computation of the matrix SN, QN and the DW statistic at step i
\[
\text{RHONM} = \text{RHON};
\]
\[
\text{EPSHATNM} = \text{EPSHATN};
\]
\[
\text{EPSHATN} = \text{XN}^* (1 - \text{PHIN'}^*\text{inv}(\text{SN})^*\text{PHIN'}) ;
\]
\[
\text{QNM} = \text{QN};
\]
\[
\text{QN} = \text{QN} + \text{EPSHATN}^*\text{EPSHATNM};
\]
\[
\text{SN} = \text{SN} + \text{PHIN'}^*\text{PHIN'} ;
\]
\[
\text{RHON} = \text{RHONM} + \text{EPSHATN}^* (\text{EPSHATNM} - \text{RHONM}^*\text{EPSHATN})/\text{QN};
\]
\[
\text{DN} = \text{DN} + (\text{EPSHATN} - \text{EPSHATNM})^2 - (\text{EPSHATN}^2)*\text{DN}^*/\text{QN};
\]
\[
\text{RPHIN} = \text{RPHIN} - (1/(1+\text{PHIN'}^*\text{RPHIN}^*\text{PHIN'}))*\text{RPHIN}^*\text{PHIN'}^*\text{PHIN'}^*\text{RPHIN};
\]
*******************************************************************************

* The adaptive tracking control
\[
\text{UN} = - \text{THETAN}^*\text{PHIN};
\]
*******************************************************************************

* Stockage
\[
\text{THETANT} = [\text{THETANT}\ \text{THETAN}];
\]
\[
\text{RHONT} = [\text{RHONT}\ \text{RHON}];
\]
\[
\text{DNT} = [\text{DNT}\ \text{DN}];
\]
end

* Central Limit Theorem
\[
\text{Z1} = [\text{Z1}\ \text{sqrt}(\text{N})* (\text{THETANT}(1,1)-\text{THETASTAR}(1,1)) ];
\]
\[
\text{Z2} = [\text{Z2}\ \text{sqrt}(\text{N})* (\text{THETANT}(2,1)-\text{THETASTAR}(2,1)) ];
\]
\[
\text{Z3} = [\text{Z3}\ \text{sqrt}(\text{N})* (\text{THETANT}(3,1)-\text{THETASTAR}(3,1)) ];
\]
\[
\text{DD} = [\text{DD}\ \text{sqrt}(\text{N})* (\text{DN}-2) ];
\]
\[
\text{RHOCLT} = [\text{RHOCLT}\ \text{sqrt}(\text{N})*\text{RHON} ];
\]
end

* Graphic illustrations
*******************************************************************************

cf; \text{tp} = [1:N];
figure(1)
subplot(3,1,1)
plot(tp,\text{THETANT}(1,tp), 'b', tp,\text{THETASTAR}(1)*\text{ones}(N,1), 'r-');
subplot(3,1,2)
plot(tp,\text{THETANT}(2,tp), 'b', tp,\text{THETASTAR}(2)*\text{ones}(N,1), 'r-');
Matlab Codes

```matlab
subplot(3,1,3)
plot(tp,THETANT(3,tp), 'b', tp, THETASTAR(3)*ones(N,1), 'r-');
figure(2)
subplot(2,1,1)
plot(tp,RHONT(tp), 'b', tp, RHOSTAR*ones(N,1), 'r-');
subplot(2,1,2)
plot(tp,DNT(tp), 'b', tp, DSTAR*ones(N,1), 'r-');
NC=sqrt(N);
figure(3)
subplot(3,1,1);
[EZ1,CZ1]=histo(Z1,NC,0,1);hold on
plot(CZ1,dnorm(CZ1), 'r-');
subplot(3,1,2);
[EZ2,CZ2]=histo(Z2,NC,0,1);hold on
plot(CZ2,dnorm(CZ2), 'r-');
subplot(3,1,3);
[EZ3,CZ3]=histo(Z3,NC,0,1);hold on
plot(CZ3,dnorm(CZ3), 'r-');
figure(4)
subplot(2,1,1);
[EZ4,CZ4]=histo(DD,NC,0,1);hold on
plot(CZ4,dnorm(CZ4), 'r-');
subplot(2,1,2);
[EZ5,CZ5]=histo(RHOCLT,NC,0,1);hold on
plot(CZ5,dnorm(CZ5), 'r-');
```
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